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Preface

This work originated from lectures given in 1989 at the University of Am-
sterdam. An early suggestion was that relevance is not fruitfully thought
of as a merely propositional relation, or at least not in the first instance.
Thinking so revived an interest in pragmatics provoked by some penetrat-
ing remarks by Richmond Thomason, at a talk attended by Gabbay and
Woods at Stanford in 1971. Thomason may be startled to learn that he is
the remote cause of the present work, but it is true all the same.

Material that eventuated in chapter 5 was first presented at the World
Congress of Philosophy in the summer of 1989, in Brighton. Ralph John-
son, David Hitchcock and Timothy Williamson were generous with their
suggestions. Chapter 6 made a callow appearance as an ISSA Lecture (In-
ternational Society for the Study of Argumentation) at the University of
Amsterdam in April 1990. Tjark Kruiger and Susanne Gerritsen made
helpful criticisms. The main idea, the principal business of chapter 7 and
beyond, was floated in 1988 in Amsterdam. Francisca Snoeck Henkemans,
Fransica Jungslager and Eveline Feteris performed a valuable service in dis-
believing most of it. An attenuated version was presented at the Third
International Symposium on Informal Logic, at the University of Windsor
in June 1989. Michael Scriven, Harvey Siegel, Jonathan Adler and Jonathan
Berg subjected the effort to helpful scrutiny. Scriven wanted to know where
the normative theory was; and chapter 10 eventually took shape. Some of
this was read to a joint session of the Eastern Division of the American
Philosophical and the Association for Informal Logic and Critical Thinking
in December 1991 in New York. William Lycan and L.J. Cohen commented
to good effect, leading to a better idea of what to do about a normative
theory of relevance. Mark Weinstien and Jonathan Adler also assisted in
the process of critical self-discovery. An earlier version still had been read
the summer before at the International Conference at McMaster University.
Joining the list of benefactors were Robert Pinto, George Bowles, and Erik

Krabbe.

Xiii



xiv Preface

Material that has found its way into the latter half of chapter 6 was
first delivered at the University of Groningen in the Spring Term of 1988.
Searching criticism was provided by E.M. Barth, Jeanne Peijnenburg and
Pier Smit. A redraft was read to the Southwest Logic Group, in Seattle in
July 1991. Stephen Thomason, Brian Chellas, Ray Jennings and Charles
Daniels made generous suggestions.

The book underwent a substantial perestroike in the Fall Term of 1992
in Amsterdam. (Friendly wags spoke of the Dutch Book that was in the
making.)

For most of the 1990s the relevance project was set aside under the press
of other research obligations and a particularly heavy adminstrative load for
Woods. The project was revived when Gabbay and Woods were writing The
Reach of Abduction: Insight and Trial. In preparing that work, it was nec-
essary to give an account of relevance. The authors were pleased to discover
an attractive fit between Woods’ conceptual analysis and Gabbay’s work on
Labelled Deductive Systems (LDS) and Time, Action and Revision (TAR)
logics. The conformity of these two approaches called for joint authorship,
and this book is the result. In writing it, we have found ourselves attracted
to writing a comprehensive work on the practical logic of cognitive systems;
and we are pleased to offer Agenda Relevance as the first volume of this
larger work.

Research for this work has been supported by a Fellowship-in-Residence
at the Netherlands Institute for Advanced Study for the first half of 1990.
Dirk J. Van de Kaa was Director of NIAS and Frans van Eemeren was
leader of the research group. We are greatly indebted to them for their
support. The Social Sciences and Humanities Research Council of Canada
has favoured Woods’ work with a series of Research Grants, as has Professor
Bhagwan Dua. This work was also supported by a research award to Gabbay
from the Alexander von Humboldt Foundation at DFKI Saarbriicken and
an EPSRC research project GR/R award to Woods. Our sincere thanks to
all.

We have also benefited richly from correspondence and conversation
with: Peter Alward, Johan van Benthem, J. Anthony Blair, Kenneth
Boessenkool, Michael Bratman, Bryson Brown, Peter Bruza, Jim Cunning-
ham, Frans H. van Eemeren, Kevin Gaudet, Peter Godfrey-Smith, Rob
Grootendorst, Sally Jackson, Scott Jacobs, Ruth Kempson, Peter McBur-
ney, Ruth Millikan, Rolf Nossum, Agnes van Rees, George Schlesinger,
Timothy Schroeder, Hartley Slater, Patrick Suppes, Agnes Verbiest, Mark
Vorobej, and Ronald Yoshida. For superb technical assistance, we also
thank Jane Spurr in London, and Randa Stone and Dawn Collins in Canada.
We especially wish to thank Douglas Walton for permission to cite his forth-
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A stylistic note: we adopt the convention in which generic reference via
singular personal pronouns be in the grammatically masculine form.
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Chapter 1

Introduction

Ommne ignotum pro magnifico.
Tacitus

The great advances in logic in the last century and a quarter saw a turn
from its historical preoccupation with arguing and reasoning in favour of
quite particular contributions to mathematics. It made possible important
gains in both the foundations and the methodology of mathematics. The
foundational contribution was largely of philosophical interest. It sought
to establish a basis for logicism, for the reduction of mathematics to logic.
The methodological contribution also has its philosophical significance, but
it threw its net more widely, capturing the interest of those who thought
that mathematics could only benefit from the rigour and the standards of
exact proof that the new logic was in process of articulating.

It is difficult to overestimate the significance of the mathematical turn
in logic. Not only did the new logic greatly narrow logic’s former range of
interests, it was able to do so only after determining that the traditional
syllogistic approach to logic was inadequate for logic’s new ambitions. Ever
since its inception, 2500 years thence, logic had been in all essentials the
logic of the syllogism. The mathematical turn brought a surprisingly abrupt
end to Aristotle’s long-lived hegemony.

Given the venerability and sheer persistence of that influence, it is per-
haps not wholly inexplicable that mathematical logicians did not entirely
break with the traditional line that logic is about reasoning and about argu-
ing. There are plenty of textbooks on mathematical logic, including some of
the best and most senior, in which we find it said, without a shred of irony
or embarrassment, that mathematical logic is the most general, or the basic
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theory of reasoning. Those of greater circumspection would claim that the
new symbolic logic was the theory of mathematical reasoning.

It would be quite wrong to overlook the fact that mathematical logicians
have been quick to recognize various respects in which the claim of logic to
be a theory of (mathematical) reasoning is implausible. To that end, various
distinctions have been invoked:

e process/product
o descriptive adequacy/normative legitimacy
o actual circumstances/ideal conditions

What these distinctions were thought to have had in common was that
{(a) while mathematical logic misdescribed the left side and properly de-
scribed the right side, nevertheless, (b) left side circumstances could be
thought of as approzimating to right hand conditions in ways that would
make it accurate to say that logic makes fruitful provision for the left side
too.

Ever since its inception, and throughout the mathematical revolution,
logic has been conceived of as a highly specialized investigation of language.
In Aristotle’s hands, the language of logic was Greek; in the hands of Frege,
the language was the stylized notation of the Begriffsschrift. We see in this
passage from natural to ideal languages a not inconsiderable development.
But here, too, there were common constants. One was that all the target
properties that a logic would seek to elucidate were represented as properties
of linguistic structures. As Quine would say, with characteristic verve, ‘Logic
is linguistics on purpose’.

If modern mathematical logic attaches its findings to languages that
no one speaks, or could, the complaint recurs that logic can’t be about
reasoning and arguing. Here, too, distinctions were invoked. Chief among
them was that between

an actual sentence of a real language /its logical form in an ideal language

Considerable effort was expended to show that when conditions are right,
some at least of the properties of ideal linguistic structures map to certain
natural language structures in a principled way [Woods, 2002c, sec. 6]; for
sober reconsideration, see [Woods, 2003, chapter 15].

We might refer collectively to these myriad efforts to support the claim
that mathematical logic is a theory of reasoning and arguing as the Stan-
dard Defence. The Standard Defence is not lightly dismissible. It is closely
patterned on widely accepted methods for showing that the empirical inac-
curacies of our best scientific theories are discountable under the appropriate
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approximation relations. No one dismisses the physics of frictionless surfaces
just because its laws fail in nature, even as regards the pre-game, freshly
Zambonied ice of Maple Leaf Gardens. All the same, the Standard Defence
of mathematical logic has come under scrutiny from two largely unconnected
sources, computer science (including Al) and informal logic and argumen-
tation theory. A common reservation is captured by this question: Are the
approximations postulated by the Standard Defence sufficiently intimate
to justify its claim that logical theory may be seen as overriding empirical
inaccuracy on the ground? Their answer, severally and jointly, is No. Infor-
mal logicians would observe that mathematical logic isn’t particularly adept
at modelling fallacious reasoning; computer scientists would point out the
difficulties in getting plausible Al models out of standard logic. Some Al
theorists would also note that certain features of reasoning and cognition
generally are sublinguistic and thus lie exposed to systematic misdecription
by theories that concentrate on investigating various properties of linguistic
structures.!

Out of this welter of criticism certain themes have come to dominate.
The authors of the present volume have particular interest in the following
two:

1. Mathematical logic makes inadequate provision for the investigation
of practical reasoning;

2. In its decontextual preoccupation with language, mathematical logic
makes inadequate provision for the analysis of cognitive structures.

It is not to our purpose in this Introduction to adjudicate these claims;
we want rather to motivate the book that follows. But we say in passing
that much of the work in mainline logic itself these past thirty years has
been to modify the standard or classical expression of logic in ways that
take such criticisms seriously into account. The sheer scope and intensity of
these adjustments is discernible in the fecund pluralism of the present-day
research programme. Suffice it here to note developments in modal, deontic
and epistemic logic; relevant and linear logic; dynamic and temporal logic;
logics of action and labelled deduction; adaptive and preservationist logics;
dialethic logic; dialogue and interrogative logic; and many more. To the
extent possible, our approach in this book is to preserve the spirit of this
collective attempt at logical self-reform in the cause of ‘user-friendliness’.
But we also wish to emphasize what many of these otherwise attractive

1 Alternatively, some theorists take subdoxastic processes to involve symbol manipu-
lation, but in a different representational system than that in which doxastic reasoning
occurs.
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systems of logic do not. We wish to respond positively and constructively
to the challenges implied by the two basic complaints noted just above.
Accordingly, what we expressly seek for is

1. a logic of practical reasoning; and
2. a logic of cognitive systems.

The present book is the first volume of A Practical Logic of Cognitive
Systems (PLCS), of which three further volumes are forthcoming. One is in
an advanced state of readiness, The Reach of Abduction: Insight and Trial,
and a second is well underway, Seductions and Shortcuts: Fallacies in the
Cognitive Economy. Following these will be a volume provisionally entitled
Formal Models of Practical Reasoning. In each case our choice has been
motivated by the conviction that these matters are of essential importance
to practical logic, and that they are in need of further theoretical attention
than they have hitherto received (and so cannot be thought of as closed
parts of the research programme).

In most approaches, practical reasoning is distinguished in one or other
of two ways. One sees its distinctive mark in the content of the reasoning;
the other sees it in its standards of rigour. On the content side, practical
reasoning is often said to be reasoning about what to do or how to solve
problems; on the standards side, practical reasoning is thought of as gov-
erned by standards both less theoretical and less strict than those of ‘pure’
or ‘formal’ logic. We do not dispute these conceptions of the practical, but
we do favour an alternative. We find it both intuitively attractive and the-
oretically fruitful to conceive of practical reasoning as reasoning done by
practical agents, and in turn to conceive of practical agency in terms of the
degree of access to key cognitive resources such as information, time and
computational capacity. Given that such access is a matter of degree, practi-
cal agency is a comparative concept. As access enlarges, practicality recedes
in favour of the theoretical, as we shall say. Intuitively, individual agents are
paradigms of practical agency, whereas institutional agents such as NASA
or Italian physics in the 1930s are theoretical agents par excellence.

This, the resource-bound approach to agency gives a conception of the
practical that while different from, is not hostile to, either the subject mat-
ter or standards approach. It may be that practical agents in our sense
deal rather more with matters of common or everyday interest to human
beings than theoretical agents in our sense do; it may also be true that,
since individual agents usually operate under press of scarce resources, the
standards against which to assess their cognitive performance would be less
rigorous and exacting as those required in retrofitting the Concorde. Even
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so, it is clear that the subject matter, standards and resources approaches
to practical agency are disjoint.

We have it, then, that a logic of practical reasoning is a certain kind of
aspects of description of a practical agent. But not everything a practical
agent does or is capable of doing is grist for the mill of practical logic. We
shall therefore say that a practical logic is a description of certain aspects
of the behaviour of practical agents under conditions that qualify it broadly
as cognitive. Accordingly, we shall also find it useful to deploy the notion
of cognitive system.

A cognitive system is a 3-tuple of a cognitive agent, cognitive resources,
and cognitive tasks performed dynamically in real time. A cognitive agent
is a being capable of perception, memory, belief, desire, reflection, deliber-
ation, decision and inference. A practical cognitive system is a cognitive
system whose cognitive agent is a practical agent in our sense, that is, an
individual. A practical logic of the sort we are describing gives ‘a certain
kind of description’ of a practical cognitive system. It is necessary to say
something more about this.

Writing as logicians, we are interested in those aspects of cognitive be-
haviour for which a logician’s more or less standard repertoire of target
properties are instantiable in illuminating ways. In addition to proper-
ties such as inference, consquence, consistency and validity, we shall in due
course add to the list notions such as revision, and, of course, relevance.
Writing as logicians who have an interest in theories of reasoning that score
well on the score of empirical adequacy, we seek descriptions of the be-
haviour of logial agents that deploy our logical vocabulary systematically
and unsuperficially, but not in ways that take us to distant idealizations for
which plausible approximation relations are hard to find.

On the face of it, our conception of a practical logic echoes a conviction
of Bacon, who took logic to be a part of rational psychology. Although
we stop well short of Bacon, ours is avowedly an approach to logic that
could be called psychologistic. This will offend purists who, entirely cor-
rectly, have been quick to appreciate that model theory, proof theory, set
theory and recursion theory have nothing to do with psychology [Barwise,
1977]. But there is more to our conception than is to be found in the four
central domains of mathematical logic. In as much as we want our logic to
give an account of aspects of the cognitive behaviour of practical agents,
it is essential that psychological parameters not be overlooked entirely. In
consequence, we find ourselves in agreement with those for whom the dis-
tinction between logic and psychology is neither exact nor exhaustive (see,
e.g. Thagard [1982]).
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There is an important sense, therefore, in which the logic of practical
cognitive systems is not psychology. The relevant distinction is character-
ized best in operational terms, concerning which an analogy with mathe-
matical logic is revealing. Mathematical logic gives an account of various
properties (such as entailment, deducibility and consistency) of linguistic
structures. Recall here Quine’s quip: ‘Logic is linguistics on purpose’. This
should trigger an obvious question. Why isn’t logic linguistics? Although
some logicians have attempted to meet this question head-on (e.g. Quine
[1960]), the answer for the most part is to be found by examining the differ-
ent things that logicians and linguists actually do with the common matters
that bind them. In each case the boundary between logic and linguistics is
operationally discernible in the different things that logicians and linguists
are interested in and good at.

It is the same way with the distinction between logic and psychology.
Here, too, the difference is an operational thing. Even when, as in our
case, the logician and the psychologist share a good many interests, our
respective methodologies (what we are respectively good at) will serve to
preserve the distinction non-trivially. If a logician has been mathematically
trained, or has imbibed something of what goes on in computer science, he
will bring to the table a competency in formal modelling. If the logician
has been philosophically trained, he will bring to the table competency in
conceptual analysis. In our approach, the two are systematically linked. In
giving ‘a certain kind of description’ of aspects of the cognitive behaviour
of practical agents, we do the following two things in order. First we give
an analysis of the concepts that are central to the identification and basic
description of such behaviour. A conceptual analysis may be interesting in
its own right, but on our approach it is also input to a process of formal
modelling. The logic in question is a linked partnership between conceptual
models and formal models.?

We note in passing that there is nothing in what we are proposing with
which to reprove, still less ignore, the extraordinary success of the modern
logic of linguistic structures. What it may lack in psychological reality or
applicability, it more than compensates for in results that are both indis-
pensable in describing a cognitive agent’s resources (for example, his ability
to draw consequences or his partiality for consistency), and of obvious help
to the theorist who describes such behaviour. So we disavow entirely the
anti-formalist apostasy indulged in by some members of the informal logic
community.

2S0 we do not cast our lot with John Cohen: ‘if there is such a thing as psychology,
it should consist (to paraphrase Bertrand Russell) of propositions which do not occur in
any other discipline.’ [Cohen, 1972, 9].
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We have, in effect, re-pledged ourselves to the proposition that the laws
of logic are the laws of thought. We are not alone in this:

This is a doctrine which was popular in the last [=19th] cen-
tury, but is now [=1979] very much out of favour. Nevertheless,

I think it is true ... My thesis is that laws of logic are like
[... scientific laws]. They are laws governing the structure of
ideally rational belief systems ... They can be used to ex-

plain at least some of the features of ordinary belief systems,
and the theory of rational belief systems in which they are em-
bedded provides a framework for determining what remains to
be explained about of belief systems. It thus defines a research
programme. Ellis, [1979, v]

A logic that is practical in our sense falls within the ambit of the prag-
matic. Historically, pragmatics is that branch of the theory of signs in which
there is irreducible and non-trivial reference to agents, to entities that re-
ceive and interpret messages. By an easy extension, a pragmatic theory of
reasoning is a theory in which there is express irreducible and non-trivial
reference to cognitive agents. If in turn a cognitive agent is conceived of
as a certain kind of information-processor, then a pragmatic theory of cog-
nitive agency will provide descriptions of processors of information. Given
that a logic is a principled account of certain aspects of practical reasoning,
logic too is a pragmatic affair. If we ask, ‘which aspects of practical rea-
soning are the proper province of logic?’, we say again that the answer lies
in operational arrangements. Practical logic is that part of pragmatics that
investigates practical agency from the point of view of properties the logi-
cian finds interesting and is adept at analysing and modelling. Thus, again,
properties such as implication, deducibility, generalization, relevance, anal-
ogy, plausibility and hypothesis, as studied by the methods of conceptual
and formal analysis. The present work, Agenda Relevance, is an exercise in
pragmatics in this sense. Given that the pragmatic enquiry that it triggers
is subject to the methods of formal modelling, it may also be said that the
book is an exercise in formal pragmatics; hence the work’s subtitle.

As understood by a number of theorists, pragmatics is always a branch of
the investigation of language. In the approach we take here, the importance
of language can hardly be gainsaid. But since our emphasis is on cognitive
systems, and since there are aspects of cognition that occur sublinguistically
(or anyhow, subdoxastically), we are faced with a decision. One option is to
reserve the logic of cognitive systems for those aspects of cognition that are
linguistically manifest and to leave all else to the other branches of cogni-
tive science. The alternative is to include the pre- or sublinguistic in logic’s
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reach. We do not suppose that this is a knockdown argument that decisively
dismisses either of these two possibilities. Even so, the choice need not be
arbitrary. Counting for the first option is the comparative manifestness of
language, and the efficiencies engendered by this fact. Counting for the sec-
ond option is the fact (or apparent fact) that the logician’s target properties
are also definable for structures that are not in the requisite ways linguistic.
So, for example, it appears that some of our inferences are sublinguistic (or
subdoxastic) and that, for beings like us, evasions of irrelevant information
are largely automatic. Our own inclination, therefore, is to embrace (with
appropriate caution) the more generous option. Accordingly, a practical
logic is that part of a pragmatic theory that deals with the requisite aspects
of practical cognitive agency at both linguistic and sublinguistic levels, and
for which a suitably flexible notion of information will prove necessary.

It is well to emphasize that, in taking logic into a practical turn, we
are not alone. Our approach, although developed independently, also shows
a certain affinity to work done under the rubric of ‘the dynamic turn’, an
approach to logic that emphasizes the ‘interfaces with cognitive science, and
the experimental study of how information and cognition works in humans
once we set ourselves to study the psychological and neurological realities
underneath ...’ [van Benthem, 2001, p. 5].



Chapter 2

The Practical Logic of
Cognitive Systems

... [T]he human brain is a highly parallel setup. It has to be.

John Nash, [1954]

2.1 PLCS and Cognitive Systems

The present work is the first volume of A Practical Logic of Cognitive Sys-
tems. We here concentrate on the analysis of a notion which lies at the
very heart of cognitive competence. The notion is relevance, and its cen-
trality is attested to by the considerable facility with which beings like us
ignore irrelevancies and ‘stay on point’ in the performance of our cognitive
tasks. In so saying, we have a particular conception of what it is to be a
cognitive agent, and accordingly, of how we should think of a logic of cogni-
tive agency. Offering a rudimentary description of this logic, PLCS, is the
principal business of the present chapter.

We wish to lay some emphasis on the fact that we are here attempting
to run on two tracks concurrently. We want, of course, to get relevance
right. But we also wish to develop PLCS, indeed, to embed the theory of
relevance in it. For various reasons, both expository and tactical, we do
not wade right in with the account of relevance, but rather we devote some
time to describing and motivating PLCS. Relevance takes over in Chapter
5, and holds centre-stage for the remainder of the book. Readers who are
impatient to be getting on with relevance can skip the preamble on PLCS
and move directly to page 69.

11
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Even so, it is possible to say now in a wholly general and informal
way that information is relevant when it helps things get done. Relevant
information s information that is helpful in certain ways.

We begin with the notion of a cognitive system. Intuitively, a cognitive
system is any functioning reader of this book, or institutional agent, such as
NASA, The Abductive Systems Group, or present-day neurobiology. Fun-
damental to the idea of a cognitive agent is that of a being or a device that
processes information under conditions that qualifies the output as one or
more of a class of states typified by belief restructuring and decision. In so
doing, the cognitive agent exploits available cognitive assets or resources,
thus facilitating the end-performance. At this stage, there is no reason to
assume that cognitive agents are required to possess consciousness or that
cognitive processing even by conscious agents needs always to be conscious.

We begin the account of relevance with what Hans Herzberger once
called primordial beliefs (Herzberger, 1982, p. 133]. Primordial beliefs about
something S are those held with such conviction that one is initially pre-
pared to require of any theory of S that it formally sanction them. We
say ‘initially’ because, as is sometimes the case, a theory of S evolves in
such a way as to constitute a case for modifying the S-intuition that, so to
speak, got the theory up and running in the first place. (A case in point —
rather extremely so — is a theory of consciousness that ends up saying or
being tempted to say that there is no such thing as consciousness. See e.g.
{Dennett, 1988; Lewis, 1990].)

For us there are two primordial intuitions on which we are prepared to
found a theory of relevance:

1. Cognition for beings like us is essentially and irreducibly a matter
of making economical use of the requisite cognitive resources, which
typically are in comparatively short supply.

2. A centrally important factor in the efficiency of cognitive processes is
the comparative facility with which beings like us stay on point and
evade irrelevance.

‘What is wrong with irrelevance?’, it might be asked. There is a twofold
answer to this question: it impedes the realization of our cognitive goals,
and it is wasteful.

Having pledged ourselves to the founding intuitions expressed by propo-
sitions (1) and (2), it is appropriate that we proceed as follows. We should
first endeavour to say something about the cognitive economy in which indi-
vidual human beings operate. We should then state the theory of relevance,
and indicate the ways in which it facilitates the functioning of that economy.
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2.2 Practical Reasoning

In one sense, all reasoning is practical.! All reasoning terminates in an
answer to a question, a solution to a problem, a conclusion from some
data, or a decision to postpone the quest until further facts are known;
even aborted reasoning (‘This is getting us nowhere!’) produces a kind of
termination.

Ordinary usage, even ordinary philosophical usage, gives little direct
guidance for fixing the sense of practical reasoning. It is an expression
layered with multiple meanings and suggestive of contrasts, among which
are these:

ordinary, common wversus esoteric, specialized
prudential versus alethic

moral versus factual

informal versus formal

precise versus fuzzy

conclusion is an action versus conclusion is a proposition
premiss is an action versus premiss is a proposition
goal-directed, purposive versus context-free
applied versus theoretical

concrete versus abstract

tolerant of incommensurabilities versus not

To these we add a further contrast, to which we think it prudent to take
particular note of. It is the contrast of

practical versus strict

We illustrate with an example. In the game of (ice) hockey, a hat trick
is achieved by a player scoring three consecutive goals against the opposi-
tion. (There is a counterpart achievement in cricket.) ‘Consecutive’ here
means ‘without any goal being scored between the first and the third of
this triple by any of the hat-tricker’s team-mates.” This is what a hat-trick
is strictly speaking. But in practice, or for all practical purposes (including
the triggering of bonus clauses in a player’s contract), a hat-trick is just
three goals in a game by one and the same player, never mind whether he
scores them consecutively in our present sense of that term. So conceived
of, practicality is resemblance enough to the real thing to be considered the

IThere is a philosophical tradition in which a practical reason is reason for an action
that involves bodily behaviour. Needless to say, not all reasoning is practical in this
sense. We ourselves are disposed to think that practical reasoning in this sense hardly
carves out a natural kind, so to speak. (See here, e.g., Velleman [2000]).
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real thing. Thus, in one sense, ‘practical’ means ‘approximate’. As we shall
shortly see, this captures a part of our own conception of the practical.

2.3 Practical Agency

Ours is an agency view of logic. It betokens, as we said, a return to the Laws
of Thought approach. On the agency view, logic is a theory of reasoning, a
theory of what thinkers do and have happen to them. Correspondingly, a
practical logic is a theory of what practical agents think and reflect upon,
cogitate over and decide, and act. If the linguistic conception makes it
necessary for the logician to say, with care, what sort of thing a language
is, the agency view makes it necessary to say, with care, what sort of thing
a practical agent is.

We think of practical agency as a hierarchy H of goal-directed, resource-
bound entities A of various types. At the bottom of this hierarchy are
individual human beings with minimal efficient access to institutionalized
databases. Next up are individual human beings who operate in institu-
tional environments — in colleges or government departments, for exam-
ple, which themselves are kinds of agents. Then, too, there are teams of
such people. Further up are disciplines and other corporate entities such
as, again, the NASA or Italian physics in the 1930s. The hierarchy pro-
ceeds thus from the concrete to the comparatively abstract, with abstract
structures being aggregations of entities lower down. Interesting as this
metaphysical fact might be, it is not the dominant organizing principle of
the hierarchy. The organizing principle is economic. Entities further up
the hierarchy command resources, more and better, than those below are
capable of.

So conceived, the hierarchy is a poset of objects partially ordered by the
relation C of commanding greater resources than.?

Every agency in this hierarchy ‘H = (C, A) involves, whether by aggre-
gation or supervenience or in some other way, the individual agent. Such
agents are thus basic to any logic of agency, and it is to them that we shall
concentrate our attention in the present section.

2We note in passing the difference of our hierarchical model from Harry Frankfurt’s
hierarchical model of autonomous action. On this latter conception, the behaviour that
an agent makes happen in the fullest sense of that expression is that which is motivated
by a desire which the agent desires to have. See Frankfurt (1988, 58-68]. But cf. Bratman
(1999, 185-2086].

‘We also note a resource-sensitive approach to cognitive agency in much of the psycho-
logical literature. See Simon [1957] and a, by now, large psychological literature ably
reviewed in Stanovich [1999] and Gigerenzer and Selten [2001a).
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Like all agents in the hierarchy, the individual is a performer of actions
in real time. And nearly everything an individual is faced with doing, or
is trying to do, can be done at the wrong time. It can be done at a time
so wrong as to court equivalence with not doing it at all, or doing some
opposite thing. It is not enough that an agent does the right thing, i.e.,
performs the right action-types. It is often essential that the right thing
be done at the right time. As we look upwards at the agency-hierarchy, we
see a diminishing susceptibility to exigent timeliness. No one doubts that
NASA had a real deadline to meet in the 1960s, culminating in the moon
shot. It might have been that the moon program would have been cancelled
had that deadline not been met. Even so, individuals are exposed to myriad
serious dangers, many of them mortal, that nothing ‘up above’ will hardly
ever know on this scale; and essential to averting such dangers is doing
what is required on time, directed by the right information in appropriate
quantitites.

The dominant requirement of timeliness bears directly on a further con-
straint on individual agency. Individuals wholly fail the economist’s conceit
of perfect information. Agents such as these must deal with the nuisance
not only of less than complete information, but with data-bases that are by
turns inconsistent, uncertain, and loosely defined. To these are added the
difficulties of real-time computation, limited storage capacity and less than
optimal mechanisms for information-retrieval, as well as problems posed by
bias and other kinds of psychological affect.

The two great scarcities that the individual must cope with are time and
information. It is precisely these that institutional agents command more
of, and very often vastly more of. With few (largely artificial) exceptions,
the individual agent is a satisficer rather than an optimizer, a fact reflected
in our distinction between the practical and the strict, and captured by the
example of the hat-trick in hockey. It is also, and more centrally, on evidence
in the individual’s entrenched disposition to forgo truth-preservation or high
levels of conditional probability in favour of rougher standards of what'’s
plausible, which deliver the goods with requisite promptness and directness.
For the most part, even seeking to be an optimizer would be tactically
maladroit, if not actually harmful. The human agent is also highly sensitive
to environmental cues, hence is drawn to adaptive strategies of the fast-and-
frugal sort [Gigerenzer and Selten, 2001a). The fact of the robust, continuing
presence of human agents on this Earth amply attests to their effective and
efficient command of scarce resources. It is a fact in which is evident the
human capacity to compensate for scarcities of time and information.

We postulate that the individual agent embodies a scare-resource
compensation strategy. Here, in rough outline and in no particular or-
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der, are the compensation-factors that strike us as particularly important.
But, as a quick word of preface, we must lay some emphasis on the point
that, as we use the terms ‘scarce-resources’ and ‘scarcity’, we intend only a
quantitatively comparative rather than a qualitatively comparative notion
of scarcity. When beings like us execute our cognitive agendas, the scarcity
of the resources that we draw upon is in the general case simply a matter
of their being fewer and less of them than in the general case is available
to institutional or theoretical agents. Less and few are are not necessarily
matters to regret. The individual agent is not placed at an intrinsic disad-
vantage under these ordinal and cardinal comparisons, although there are
particular cases in which paucity of information or time or fire-power does
indeed redound to the agent negatively. In such cases, the harm done by the
scarcity is the difficulty it creates for executing the tasks in question against
the requisite standards of satisfactory performance. This is an affliction that
can apply to agents of all types, and is not a discouragement reserved for
individual or practical agents, still less for practical agents in the general
case. In the general case, the quantitatively comparative resource-scarcities
with which the practical agent must deal with are compensated for by the
degree of rigour imposed by performance standards appropriate to the kind
of agent an individual is.

e Human beings are natural hasty generalizers. It was a wise J.S. Mill
who observed [Mill, 1974] that the routines of induction are not within
the grasp of individuals, but rather are better-suited to the resource
capacities of institutions. The received wisdom has it that hasty gen-
eralization is a fallacy, a sampling error of one sort or another. The
received wisdom may be right, but if it is, individual human agency
is fallacy-ridden in degrees that would startle even the traditional
fallacy-theorist.> Bearing on this question in ways that suggest an
answer different from the traditional one is the fact that the individ-
ual’s hasty generalizations seem not to have served his cognitive and
practical agendas all that badly. Upon reflection, in the actual cases
in which a disposition towards hasty generalization plays itself out,
the generalizations are approximately accurate, rather than fallacious
errors, and the decisions taken on their basis are approximately sound,
rather than exercises in ineptitude. Not only is the individual agent
a hasty generalizer, he is a hasty generalizer who tends to get things
more or less right.

¢ How is it possible that there be a range of cases in which projections

30n what we are calling the traditional account of fallacies, hasty generalization is
always an error. For a contrary view see Woods [2003].
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from samples are so nearly right, while at the same time qualifying
as travesties of what the logic of induction requires? The empirical
record amply attests to a human being’s capacity for pre-inductive
generalization and projection. It would appear that exercise of this
capacity involves at least these following factors, some of them struc-
tural, some of them contextual. The pre-inductive generalizer does not
generalize to universally quantified conditional propositions. Rather
he generalizes to generic propositions. There is a world of difference
between ‘For all z, if z is a tiger then z is four-legged” and “Tigers
are four-legged.” The former is falsified by the truth of any negative
instance, whereas the latter holds true even in the light of numerous
negative instances of certain kinds. We could characterize this differ-
ence by saying that universally quantified conditional statements are
highly brittle, whereas generic statements are elastic. Generic proposi-
tions are essential to what is sometimes called stereotypical reasoning.
Clearly not all stereotyped reasoning is defective.

The elasticity of what the pre-inductive generalizer generalizes to
serves the generalizer’s interests in other ways, two of which are par-
ticularly important. One is that the individual agent is a fallibilist
in (virtually) everything he thinks and does. The other is that the in-
dividual agent has the superficially opposite trait of rather high levels
of accuracy in what he thinks and does when operating at the level
ordained for him by the hierarchy of agency. Generalizing to generic
statements is a way of having your cake and eating it too. It is a way
of being right even in the face of true exceptions. It is a way of being
both right and mistaken concurrently.

Generalizing in this way also works a substantial economy into the in-
dividual’s cognitive effort. It comes from the smallness of its samples
and the elasticity of its generalizations. Generic inference is inference
from small samples under conditions that would make it a fatally
stricken induction. We see in this the idea of the affordable mistake.
Generic inference is not truth-preserving. One can be wrong about
whether Pussy the tiger is four-legged even though one is right in
holding that tigers are four-legged. Affordable mistakes are like small
infections that help train up the immune system. Just as an infant’s
summer sniffles is an affordable (in fact, necessary) infection, so too
are the small errors of the cognitive agent which provide him evolving
guidance as to the freedom and looseness with which to indulge his
predilection for comparatively effortless generalizations. Baby’s sum-
mer cold loops back benignly in the discouragement of more serious
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illness. Affordable mistakes loop back benignly in the discouragement
of serious error. We can now see that the old saw of learning from our
mistakes has a realistic motivation. We do not learn from mistakes
that kill us.

What is it about such samples that sets them up for successful generic
inference? It would appear that the record of generic inference is at its
best when samples, small as unit sets though they may be, are samples
of natural kinds. There has been a good deal of philosophical contro-
versy about whether natural kinds actually exist; about whether the
putative difference between natural kinds and conventional kinds turns
on a principled metaphysical distinction. Certainly there is nothing
like a settled consensus as to how the distinction should be applied.
Perhaps this tells against our here using the concept in any particular
theory-laden way, but it leaves it open that we introduce it as a term
from unanalysed common sense (but see here [Fodor, 1998, chapter
7). Even so, we should not disdain this literature from psychology
and computer science in which concepts resembling that of natural
kinds seem to be doing useful work, concepts such as frame [Minsky,
1975], prototype [Smith and Medin, 1981], and ezemplar [Rosch, 1978].
Then, too, there is a large literature from linguistics in which the se-
mantics of natural kind noun phrases is intimately bound up with
factors of genericity [Krifka et al., 1995, pp. 63-94).

Philosophical particularities aside, the empirical record testifies to our
capacity for classifying sensory stimuli in ways that reflect similarities
and differences that strike us as inhering things as they really are.
There is ample evidence to suggest that our classifications originate
with primitive devices of type-recognition together with the mecha-
nisms of fight and flight. It is significant that some of our most success-
ful and most primitive inferences involve the recognition of something
as dangerous. Generic inference is part and parcel of such strate-
giles. Just as our capacity for recognizing natural kinds exceeds the
comparatively narrow range of immediately dangerous kinds, so too
does our capacity for generic inference exceed the reach of fight—flight
recognition triggers. But whether in fight—flight contexts or beyond,
natural kinds and generic inference are a natural pair. It is an ar-
rangement again favouring the economic — a compensation strategy
for the scarcity of time and information — but not noticeably at the
cost of error. If generic inferences from natural kind samples are not
guite right, at least they don’t kill us. They don’t even keep us from
prospering.
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e The fallibilism of generic inference is also evident in its relation to de-
faults. A default is something taken as holding, taken to be true, in
the absence of indications to the contrary [Reiter, 1980]. It is closely
related to and may partially be characterized by a process known as
‘negation-as-failure’. Most of what passes for common knowledge is
stocked with defaults, and generic inferences in turn are inferences to
defaults. Default reasoning is inherently conservative and inherently
defeasible. Defeasibility is the cognitive price one pays for conser-
vatism. And the great appeal of conservatism is also economic. Con-
servatism is populated with defaults in the form ‘X is what people
have thought up to now, and still do.” Conservatism is a method of
default-collection. It bids us to avoid the cost of fresh thinking, and to
make do with what others have thought before us (and, experienced
and remembered, too).

o Conservatism places a premium on what is already well-received.* On
the face of it, conservatism is the ad populum fallacy in endemic
form. Here, too, we might grant the received wisdom (and note the
large irony), and concede that individual agents are notorious fallacy-
mongers on a scale not dreamed of even by the traditional fallacy
theorist. But as we said in our examination of a similar indictment
of hasty generalization, there are factors which seem to cut across so
harsh a condemnation. One is that we are, by and large, enormously
well-served by the trust we place in the testimony of others. This
needs to be understood. The full account, even if we could furnish it,
is beyond the scope of this chapter, but certain features stand out,
and should be mentioned. Popular beliefs are what Aristotle called
endoza. They are ‘reputable opinions’, the opinions of everyone or of
the many or of the wise. The mere fact of popular opinion triggers
an abduction problem. What best explains that p is a proposition
believed by everyone? An answer, which certainly can be criticized
in respect of certain particular details, but which cannot convincingly
be set up for general condemnation is that p’s universal acceptance
is best explained by supposing that p is true or that a belief in p is
reliable. What is loosely called common knowledge is an individual’s
(or an institution’s or a society’s) inventory of endoxa. What is espe-
cially striking about common knowledge is that it is acquired by an
individual with little or no demonstrative effort on his own part, and
with attendant economies of proportional yield.

4Notwithstanding the joke in which ‘a Conservative is one who is enamoured of ex-
isting perils, as distinguished from the Liberal, who wishes to replace them with others.’
(Ambrose Bierce, The Devil’s Dictionary).
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e It is evident therefore that individual agents depend for what they

think and how they act upon the sayso of others, on the more or
less uncritical and unreflective testimony of people who by and large
are strangers. Here is yet another respect in which the conduct of
human agents would seem to fall foul of the received opinion of fal-
lacy theorists (let us not forget that the endoza of the wise are not
guaranteed to be true!). For it would appear that individual agents
are programmed to commit and implement the programme on a large
scale, the ad verecundiam fallacy. But as before, the actual record
of thoughts and actions produced by such dependencies is rather good;
most of what we think in such ways is not especially inaccurate and,
in any case, not inaccurate enough to have made a mess of the quo-
tidian lives of human individuals. We may suppose, therefore, that
the traditional fallacies of hasty generalization, ad populum and ad
verecundiam are hardly fallacious as such (e.g., when considered as
an individual’s strategies or components of strategies for practical ac-
tion), but are fallacies only under certain conditions. We shall return
to this point below.

It has long been known that human life is dominantly social, and that
individual agents find cooperation to be almost as natural as breath-
ing. The routines of cooperation transmit to an individual nearly all of
the community’s common knowledge that he will ever possess. Even
though the complete story has yet to be told, cooperation has received
the attention of attractive and insightful theories (e.g. [Axelrod, 1984;
Coady, 1992] and [Govier, 1988b)).

There is a natural and intuitive contrast between accepting something
on the sayso of others and working it out for oneself. Cross-cutting this
same distinction is the further contrast between accepting something
without direct evidence, or any degree of verification or demonstra-
tive effort on the accepter’s part, and accepting something only after
having made or considered a case for it. The two distinctions are not
equivalent, but they come together overlappingly in ways that produce
for individual agents substantial further economies.

Perhaps this is the point at which to emphasize that in our concep-
tion the individual is not the artefact of the same name championed
by European thinkers of the seventeenth and eighteenth centuries. We
demur from the notion (the decidedly odd notion, as we see it) that
an individual’s social relationships are merely contingent to his ratio-
nality. On the contrary, an individual’s cognitive and decisional com-
petence is in significant part constituted by his social relationships.
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If this is right, it will matter for what we take a logic of individual
cognitive and decisional agency to be. We will have more to say on
this later, but will note in passing the prima facie attractions of a
dialogue logic, as a formalized description of the individual agent.

Such additional economies are the output of two regularities evident
in the social intercourse of agents. One has been dubbed the reason
rule:

Reason Rule: One party’s expressed beliefs and wants are a
prima facie reason for another party to come to have those
beliefs and wants and, thereby, for those beliefs and wants to
structure the range of appropriate utterances that party can
contribute to the conversation. If a speaker expresses belief
X, and the hearer neither believes nor disbelieves X, then
the speaker’s expressed belief in X is reason for the hearer
to believe X and to make his or her contributions conform

to that belief. [Jacobs and Jackson, 1983, 57], [1996, 103].

The reason rule reports an empirical regularity in communities of real-
life discussants. Where the rule states that a person’s acceptance of
a proposition is reason for a second party to accept it, it is clear that
‘reason’ means ‘is taken as reason’ by the second party. Thus a de-
scriptively adequate theory will observe the Jacobs—Jackson regulari-
ties as a matter of empirical fact. This leaves the question of whether
anything good can be said for these regularities from a normative per-
spective. If normativity is understood as a matter of instrumental
value, it would appear that the reason rule can claim some degree of
normative legitimacy. Not only does it produce substantial economies
of time and information, it seems in general not to overwhelm agents
with massive error or inducements to do silly or destructive things.
The reason rule describes a default. Like all defaults, it is defeasible.
Like most defaults, it is a conserver of scare resources. And like many
defaults, it seems to do comparatively little cognitive and decisional
harm.

There is a corollary to the reason rule. We call it the ad ignorantiam
rule:

Ad Ignorantiam Rule: Human agents tend to accept with-
out challenge the utterances and arguments of others except
where they know or think they know or suspect that some-
thing is amiss, or when not challenging involves some cost
to themselves.
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Here, too, a good part of what motivates the ad ignorantiam rule in
human affairs is economic. People don’t have time to mount challenges
every time someone says something or forwards a conclusion without
reasons that are transparent to the addressee. Even when reasons are
given, social psychologists have discovered that addressees tend not to
scrutinize these reasons before accepting the conclusions they are said
to endorse. Addressees tend to do one or other of two different things
before weighing up proffered reasons. They tend to accept this other
party’s conclusions if it is something that strikes them as plausible.
They also tend to accept the other party’s conclusion if it seems to
them that this is a conclusion which is within that party’s competence
to make — that is, if he is seen as being in a position to know what he
is talking about, or if he is taken to possess the requisite expertise or
authority. (See, e.g., [Petty and Cacioppo, 1986; Eagly and Chaiken,
1993; Petty et al., 1981; Axsom et al., 1987; O'Keefe, 1990], and the
classic paper on the atmosphere effect, [Woodworth and Sells, 1935].
But see also [Jacobs et al., 1985].) We see, once again, the sheer
ubiquity of what traditionalists would call — overhastily in our view
— the ad verecundiam fallacy.

We see the individual agent as a processor of information on the basis
of which, among other things, he thinks and acts. Researchers inter-
ested in the behaviour of information-processors tend to suppose that
thinking and deliberate action are modes of consciousness. Studies
in information theory suggest a different view. Consciousness has a
narrow bandwidth. It processes information very slowly. The rate of
processing from the five senses combined — the sensorsium, as the
Mediaevals used to say — is in the neighbourhood of 11 million bits
per second. For any of those seconds, something fewer than 40 bits
make their way into consciousness. Consciousness therefore is highly
entropic, a thermodynamically costly state for a human system to be
in. At any given time there is an extraordinary quantity of infor-
mation processed by the human system, which consciousness cannot
gain access to. Equally, the bandwidth of language is far narrower
than the bandwidth of sensation. A great deal of what we know —
most in fact — we aren’t able to tell one another. Our sociolinguistic
intercourse is a series of exchanges whose bandwidth is 16 bits per
second [Zimmermann, 1989).

Conscious experience is dominantly linear. Human beings are notori-
ously ill-adept at being in multiples of conscious states at once. And
time flows. Taken together these facts loosely amount to an opera-
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tional definition of the linearity of consciousness. Linearity plays a role
in the cognitive economy that tight money plays in the real economy.
It slows things down and it simplifies them. Linearity is a suppressor
of complexity; and reductions in complexity coincide with reductions
in information.®

Psychological studies indicate that most of our waking actions are
unattended by and unshaped by mental states.® This mindlessness
of ordinary waking human behaviour is a kind of coping. Consider a
case in which we are watching a short-order cook working at full blast
at midday in New York. It is easy to see his behaviour as connection-
ist and mindless, as behaviour reflecting repertories of different skills
which he draws upon concurrently and distributively, and without a
jot of reflection when things are going well.

If these psychological studies are right, the received view is wrong.
Conversation would just be linguistic coping. If so, the individual dis-
cussants are less often in a state of belief than many theorists suppose;
and when someone is telling us, say, about the amenities of Amster-
dam, though he tells us the truth, he is not transmitting any current
mental state and he is not inducing new mental states in us, unless
perhaps what he tells us is surprising. When we stop and think —
when we put a temporary (and expensive) halt to coping — we find
that in what we do in the world we are infrequently the owner of men-
tal states, infrequently the possessor of beliefs. It is a respectable way
of being mindless.

It is now evident that we must amend the claim that individual agents
suffer from a scarcity of information. In so doing, however, we are able
to lend appropriate emphasis to what remains true about that propo-
sition. In pre- or subconscious states, human systems are awash in
information. Consciousness serves as an aggressive suppressor of in-
formation, preserving radically small percentages of amounts available
pre-consciously. To the extent that some of an individual’s thinking
and decision-making are subconscious, it is necessary to postulate de-
vices that avoid the distortion, indeed the collapse, of information
overload. Even at the conscious level, it is apparent that various

5We note in passing that the sheer paucity of information possessed by human con-
sciousness at any given time contrasts with environments known to be fuzzy. Fuzziness,
unlike probability, is unchanged by arbitrarily large increases in information.

6This is not a claim that everyone would endorse. Some would insist on the qualifica-
tion ‘conscious’. Advocates of Intentional Psychology (/P) tend to see such behaviour as
caused by propositional attitudes, whose presence does not invariably require conscious-
ness.
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constraints are at work to inhibit or prevent informational surfeit.
The conscious human thinker and actor cannot have, and could not
handle if he did have, information that significantly exceeded the lim-
itations we have been discussing. This makes the economic aspect
of an agent’s conscious thought and action an ecosystemic matter as
well [Gigerenzer and Selten, 2001b, 9]. Human beings make do with
slight information because this is all the information that a conscious
individual can have.

Human agents make do with scarce information and scarce time. They
do so in ways that make it apparent that in the general case they are
disposed to settle for comparative accuracy and comparative sensible-
ness of action. These are not the ways of error-avoidance. They
are the ways of fallibilism. Error-avoidance strategies cost time and
information, except where they are trivial. The actual strategies of in-
dividual agents cannot afford the costs and, in consequence, are risky.
As we now see, the propensity for risk-taking is a structural feature
of consciousness itself. It might strike us initially that our fidelity to
the reason rule convicts us of gullibility and that our fidelity to the
ad ignorantiam rule shows us to be lazily irrational. These criticisms
are misconceived. The reason rule and the ud ignorantiam rule are
strategies for minimizing informaticn overload, as is our disposition
to generalize hastily.

Consciousness makes for informational niggardliness. This matters
for computer simulations of human reasoning. That is, it matters
that there is no way presently or foreseeably available of simulating
or mechanizing consciousness. Institutional agencies do not possess
consciousness in anything like the sense we have been discussing. This
makes it explicable that computer simulations of human thinking fit
institutional thinking better than that of an individual. This is not to
say that nothing is known of how to proceed with the mechanization
of an individual’s conscious thinking. We know, for example, that
the simulation cannot process information in quantities significantly
larger than those we have been discussing here.

Consciousness is a controversial matter in contemporary cognitive sci-
ence. It is widely accepted that information carries negative entropy.
Against this is the claim that the concept of information is used in
ways that confuse the technical and common sense meanings of that
word, and that talk of information’s negative entropy overlooks the
fact that the systems to which thermodynamic principles apply with
greatest sure-footedness are closed, and that human agents are not.
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The complaint against the over-liberal use of the concept of infor-
mation, in which even physics is an information system (Wolfram
[1984)]), is that it makes it impossible to explain the distinction be-
tween energy-to-energy transductions and energy-to-information trans-
formations. Also singled out for criticism is the related view that
consciousness arises from neural processes. We ourselves are not in-
sensitive to such issues. They are in their various ways manifestations
of the classical mind—body problem. We have no solution to the mind—
body problem, but there is no disgrace in that. The mind-machine
problem resembles the vexations of mind-body, both as to difficulty
and to type. We have no solution to the mind-machine difficulty.
There is no disgrace in that either.

For individual agents it is a default of central importance that most of
what they experience, most of what is offered them for acceptance or
action, stands in no need of scrutiny. Information-theoretic investiga-
tions take this point a step further in the suggestion that consciousness
itself is a response to something disturbing or at least peculiar enough
to be an interruption, a demand — so to speak — to pay attention.

Most of the information processed by an individual agent he will not
attend to, and even if it is the object of his consciousness he will attend
to in as little detail as the exigensies of his situation allow. Arguing
is a statistically non-standard kind of practice for human agents, but
even when engaged in it is characterized by incompletions and short-
cuts that qualify for the name of enthymeme. The same is true of
reasoning, of trying to get to the bottom of things. In the general case,
the individual reasoner will deploy the fewest resources that produce
a result which satisfies him. Here is further evidence that individuals
display a form of rationality sometimes called ‘minimal’, [Cherniak,
1986],7 or ‘bounded’ [Gigerenzer and Selten, 2001a). In addition to
features already discussed in this chapter, the minimal or bounded
rationalist is, when he reasons at all, a non-monotonic reasoner and
in ways that are mainly automatic, the successful manger of belief-sets
and commitment-sets that are routinely inconsistent. Much of what
makes for the inconsistency of belief-sets comes from the inconsistency
of deep memory storage and further aspects of inconsistent belief-sets
flow from the inefficiencies of memory retrieval.

The structure of minimal or bounded rationality shows the individual
agent to be the organic realization of a non-monotonic, paraconsistent base

TIn fact, it is better thought of as minimalist rationality, the rationality involved in
making do with scarce resources.
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logic, features which our logic must take care to embed. There is little to
suggest that the strategies endorsed by classical logic and most going non-
standard logics form more than a very small part of the individual agent’s
repertoire of cognitive and coping skills. If it is true that individuals are
in matters of non-demonstrative import pre-inductive rather than inductive
agents, the same would also appear to be the case as regards deduction. If
s0, human individuals are not the wet-wear for deductive logic, at least in
the versions that have surfaced in serious ways in the sprawling research
programmes of modern logic. There is a particularly interesting reason for
this. If we ask what the value of deductive consequence is, the answer is
that it is a guarantee of truth-preservation. Guaranteed truth-preservation
is a guaranteed way of avoiding error.® But individual agents are not in the
general case dedicated to error-avoidance. So for the most part the routines
of deduction consequence do not serve the individual agent in the ways in
which he is disposed (and programmed) to lead his cognitive and decisional
life. This is not to say that agents do not perform deductive tasks even when
performing on the ground level of our hierarchy. There is a huge psycholog-
ical literature about such behaviour (accessibly summarized in Manktelow
(1999]) and the point rather is that deductive thinking is so small a part of
the individual’s reasoning repertoire.

2.4 Practical Logics

In our description of it so far, we have left the theory of practical reasoning
a fairly underdetermined affair. There is a desirable utility in such flexi-
bility. We leave ourselves free to consider the pros and cons of extending
or adapting our approach in many possible ways, and in so doing availing
ourselves of the benefit of work already done and on the record. There is
a lot of it, too, whether temporal logics (e.g., van Benthem [1991}), logics
of action (e.g., Davidson [1980], Brand and Walton [1975], Brand {1984]),
dynamic logic (e.g. van Benthem [1996], van Benthem et al. [2001] and
Gochet [2002]), not to forget the huge literature on deontic logic, and the
practical logics of the early pragmatic philosophers (e.g., Dewey {1938] and
Schiller [1912]).

There are multiples of different ways of finishing a theoretical product
from its relatively modest beginnings as a logic supplemented by designated
resources for the treatment of action and time. This leaves the research
community with multiples of chances of coming up with finished products

8That is, of avoiding errors not already in his database or his premiss-set or which
follows from false prior information.
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that receive and deserve consensus of a sort that we do not yet see much
in evidence. Even so, it is an attraction of our approach that it serves
the desirable end, and achieves the welcome economy, of a principled and
modest shortening of the list of attributes on whose behalf the adjective
‘practical’ is invoked. If we return to the list developed in section 2.2 of the
present chapter, it is clear that our logic sanctions some deletions.

A practical logic in our sense is not restricted to the study of reasoning
about ordinary or commonplace matters. Nothing precludes the practical
reasoner rushing to finish an arcane proof under press of his publisher’s
deadline.

A practical logic in our sense is no enemy of the alethic or truth-oriented.
For example, there is a well-understood role in dialogue logic for parties to
enhance their shared databases. In so doing they increase their resources
for making more direct cases for various actions.

Practical logic pertains to moral reasoning but is not restricted to it.
Nor does it exclude factual reasoning. (See above.)

Practical logic is no enemy of formality. Where appropriate it can in-
volve express manipulation of logical forms; and even where reasoning is not
formal in so sharply structural a way, practical logic is amenable to other
grades of formal treatment. (Woods {1980], [1989], [2003, Chapter 15], van
Eemeren et al. [1996]; cf. Johnson [1996, 120]).

Practical logic is not inherently about fuzzy reasoning, but can be ex-
tended to a fuzzy logic (e.g., Zadeh [1975], Chang and Lee [1975], Lee [1972],
Przelecki [1976) and Hajek [1998]) or to a logic of vagueness (e.g. Tye [1990],
Williamson [1994]) in those cases in which reasoning requires attending to
in a more or less direct way the fuzziness of terms or, to fuzzy states of
affairs. There are those who argue that practical reasoning is inherently
fuzzy in just this sense. In our view this is an open question. (See, e.g.,
Woods [2000].)

Practical logic subsumes but is not restricted to what Aristotle calls
practical syllogisms. The same is true for the adaptation of the same idea
in Gabbay and Woods [1999]. In a practical logic of the kind under review,
a move in a dialogue always occasions an action by the other party, even
though his action needn’t be the action, if any, implied or suggested by his
vis-a-vis premisses. For example, one party may say to the other: ‘So, you
see, you ought to mow the lawn now.” One way for the second party to
react to that move is to start mowing the lawn. This is an explicit action
that will also serve as implicit acceptance of his interlocutor’s claim. Or
he might reply, ‘Yes, I really should be mowing the lawn,” which is explicit
acceptance and intimation of an action yet to be taken. A third answer
is ‘Like hell’ which is an explicit (and emphatic) rejection. A fourth is
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phoning a friend to arrange for a golf game, which is explicitly not mowing
the lawn and implicit rejection of the argument that called for it.

Neither do we think that practical logic should be reserved for reasoning
involving incommensurabilities. Incommensurability is ambiguous (Gray
[2000]). In its most basic sense, reasoning from incommensurabilities is
reasoning of a pluralistic kind. It is illustrated by the following schema.

1. Harry and Sarah value both friendship and patriotism.

2. Friendship and patriotism though different, and sometimes behaviour-
ally non-co-satisfiable, are incomparable values.

3. In circumstances K, Harry opted for friendship and Sarah for patrio-
tism.

4. Both acted rightly. Period.

It is true that normative reasoning is often occasion for judgements of in-
commensurability, but this is also sometimes true of scientific thinking. Plu-
ralism abounds in logic, for example. And paraconsistent logics have been
purpose-built to accommodate incommensurabilities (in the form of out-
right inconsistencies) whether in set theory or quantum mechanics (Priest
[1998], and Brown [1993]). However, the incommensurability view of practi-
cality intersects with our own conception, in the following way. Sometimes
when faced with an incommensurability or an inconsistency, the practical
(i.e., individual) agent has no realistic option but to let it be. He may lack
the resources to adjust his database for consistency, which puts him in a
situation in which he must think or act in spite of inconsistency. On the
other hand, the very resources that an individual agent sometimes lacks are
progressively available to agents of higher type.

The only interpretation that we ourselves are able to give the applied ver-
sus theoretical distinction in practical logic is one of the following inequiv-
alent pair. First is the distinction between reasoning in a fully interpreted
as opposed to a merely semi-interpreted vocabulary. To achieve its gen-
erality economically, a practical logic may operate with a semi-interpreted
object language. But it will also have the means of giving its theorems
full interpretations. (This is tricky. No such procedure will preserve formal
invalidity. See here [Woods, 2003, chapter 15].) The second way of draw-
ing our present distinction is to see it as an instance of a particular way
of construing the descriptive-normative distinction. In a widely accepted
view of this latter, the task of finding a descriptive application of a norma-
tive theory is a matter of (a) finding the discrepancies between them, and
(b) accounting for the descriptive deviations as approximations to the ideal
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conditions, full compliance with which would qualify as normatively perfect
performance.

Unless we are mistaken, the sense we have proposed to give our logic
offers guidance on the applicability of other distinctions appropriated by
those intent on giving ‘practical’ some principled meaning. The purported
distinction between concrete and abstract is handled by what we have said
about the applied-theoretic distinction. Also there covered is the distinc-
tion between unregimented language and canonical notation. The distinc-
tion between a natural logic and an artificial logic can be captured by the
distinction just mentioned. Alternatively it is the distinction between the
psychologically real and the psychologically ideal, which we have already
discussed.

There is also an intuitive distinction between tasks whose performance
requires little or no tutelage and those whose performance require special-
ized technical information. Cutting across this distinction, but in ways that
produce some degree of overlap, is the contrast between ordinary and eso-
teric subject matters. If we wanted the distinction between practical and
theoretical logics to be constrained by these contrasts, they would push in
somewhat different directions; and formal logics such as first order quantifi-
cation theory would elude classification altogether. We ourselves see little
appeal in the first of these proposed criteria. A logic that attempted to give
some insight into what goes on when an individual attempts to solve the
Four Colour Problem is as much a practical logic as any that attempts to elu-
cidate an agent’s choice of breakfast cereal. Neither are we persuaded that,
for our purposes here, there is any abiding value in the contrast between
the ordinary and everyday and (say) the business of quantum non-locality
in physics. A more fruitful way of drawing the contrast between a practi-
cal and theoretical logic is by piggy-backing on our distinction between a
practical and a theoretical agent. The value of so doing (apart from the
naturalness of the concurrence) is that it is very much less necessary to dis-
credit a logic for its failure to model realistically actual human behaviour.
Most mainstream logic since 1879, and most direct rivals of it, are subject
to this failure. They fail for the most part because their strategies are too
complex for the computational capacities of human individuals or, because
their latitude in other respects (e.g., monotonicity) exceeds actual human
reach. True, some mitigation of these misrepresentations can be found in
the notion of idealization; but idealization is a more fraught device than
is usually recognized (one cannot idealize at will). Even so, many of these
logics, which fail as principled descriptions of what human individuals are
capable of, succeed or come closer to succeeding as formalized accounts of
what institutional agents are capable of. So a decision to regulate the dis-
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tinction between practical and theoretical logics in this way has the virtue,
even on an idealized agent approach to logic, of saving much of what fails
as a practical logic as what succeeds as a theoretical logic.

We have already said that we find ourselves somewhat vexed by the des-
criptive-normative distinction in logic. As we bring this section to a close,
it would be helpful if we could briefly shed some light on our reservation.

2.4.1 The Method of Intuitions

There is a considerable body of opinion in the century and a quarter since
1879 that a logician’s job is axiomatization and that axioms are what the
logician finds to be most intuitive. Much the same view can be found
among logicians who favour natural deduction approaches. Here, too, one’s
choice of structural and operational rules is seen as a matter of what strikes
the theorist as most intuitively correct. Much the same modus operandi is
evident in other disciplines, especially abstract disciplines that lack — in any
direct way anyhow — empirical checkpoints. In philosophy this approach is
the heart and soul of conceptual analysis in the manner of G.E. Moore and
an entire generation which fell under his influence.

The method of analytic intuitions raises a fundamental methodological
question. Given that an intuition is what the theorist antecedently believes,
and that a fundamental intuition is what he believes utterly, is there any
good reason to suppose that intuitions are epistemically privileged? Is there
any reason to suppose that what the theorist believes utterly qualifies as
knowledge? If the answer is Yes, the essential methods of conceptual anal-
ysis are confirmed. If the answer is No, the methodology of the abstract
sciences must take this into account.

One attraction of the method of analytic intuitions in logic is that it
secures a comfortable purchase on the shelf of normativity. It allows for it
to be the case that a human being should reason in such-and-such a way, if
the logician-theorist’s intuitions lend support to a rule or a theorem to the
same effect. But shorne of the comforts of the method of analytic intuitions,
the normatively minded logician will find less desired normativity a lot more
difficult to get a sure grip on. It may be that such a theorist would be well-
served in taking the following approach.

First, he might try to make this account conform closely to how
in the general case practical agents actually perform under the
conditions the theory takes note of.

Secondly, he might also try to take note of what in actual prac-
tice is regarded as mistakes or errors.
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If he does both these things, we will say that his account is descriptively
adequate. The sixty-four dollar question is whether:

the theorist obtains a serviceable standard of normativity by
putting it that a practical agent performs as he should if his
performance conforms to what his fellows do and is not marred
by mistakes in the sense of a paragraph ago. The answer is that
we propose is strongly in the affirmative.

There is an ancient way of characterizing the practical. It is to be found
in the contrast between Practical and Theoretical Reason, between phrone-
sis and episteme. Perhaps we now have the wherewithal to characterize
this contrast in ways that would be found credible by present-day readers.
Accordingly, we repeat our proposal that Practical Reason be thought of
as a repertoire of skills characteristic of the lower strata in the hierarchy of
agency, that Theoretical Reason be thought of as sets of skills character-
istic of higher up, and that the contrast be seen as a matter of degree —
a matter of how low down and how high up the agent in question chances
to be. Here is a suggestion which preserves the truth that all reasoning is
goal-directed, that all reasoning portends some kind of action. But it allows
us to cross-cut this universality with considerations of indigenous import,
in which Practical Reason is characterized by features of the agent whose
reasoning it is.

It is also well to emphasize that we are taking the agency view of logic, as
opposed to the disembodied linguistic view. The distinctions we have been
tracking and the exclusions we have been proposing, have been transacted
within the tent of agency logic. Agency logic is the natural home of practical
logic, and offers reasonable accommodation to one reasonable conception of
theoretical logic. However, it is not our view that the linguistic conception
of logic should be rejected. There is nothing good to be said for the idea
that we should say no to recursion theory, model theory, proof theory and
set theory. This is a book about the practical turn in logic. It obliges us
to give sense to what is practical and to give some idea as to where the
idea of the practical is best pursued by logical theory. In the end, it is this
question which we bring to the distinction between the agency and linguistic
conceptions of logic. And, with respect to the matters that concern us here,
it is our view that an agency logic is a natural home for practical reasoning
and that embodied linguistic logic is not. But saying so is a long way
from pleading the exclusion of linguistic logic. We shall amply attest to
this assurance when, in Part III of this book, we produce formal models of
relevance. {So we aren’t looking for a fight with champions of mainstream
post-Frege logic!)
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2.5 Allied Disciplines

In absorbing the dialogical approach to practical reasoning, we are free to
engage — to appropriate or adapt — a large research literature. Dialogue
logics come in a variety of stripes, some of the most interesting of which
are Hamblin [1970], Lorenzen and Lorenz [1978], Barth and Krabbe [1982],
Carlsen {1982, MacKenzie [1990], Walton and Krabbe [1995], Girle [1993],
[1996], [1997], and Gabbay and Woods [2001} and [2001d]. A bounty of
rich resources also arises from developments in cognitive science, Al and
linguistics.

We take it as obvious that, irrespective of how we finally settle the
question of the normative—descriptive distinction for theories of practical
reasoning, it would be a mistake to ignore developments in these allied
disciplines. For example, consider the impact of psychology. The psycho-
logical studies to date have concentrated on deductive, and probabilistic
and inductive reasoning, with somewhat less attention given to decisional
and causal reasoning. There is no simple dominant paradigm at present;
in fact, there are at least four main approaches that are currently in con-
tention. These are the mental models account (e.g., Johnson-Laird and
Byrne [1991]), mental logics (e.g., Rips [1994]), rational analysis and infor-
mation gain (e.g., Chater and Oaksford [1999], Oakford, Chater, Grainger
and Larkin [1997]), and domain specific reasoning schemas (e.g., Evans and
Over [1996]). Notwithstanding these theoretical and methodological differ-
ences, experimental evidence bears on the business of practical reasoning
in two especially telling ways. One is that human beings do indeed seem
disposed to commit fallacies, that is, errors of reasoning which are widely
and cross-culturally made, easy to make and attractive, and difficult to cor-
rect. (Woods [1992]). A second point is that human reasoning performance
seems to improve, that is, to commit fewer fallacies, when the reasoning in
question is set in a deontic-context (Cheng and Holyoak [1985]). ‘Deontic’
here means directed to or productive of an action, which is the core sense
of our notion of practicality. Since our PLCS is already moored in deontic
and prudential contexts, a mature theory which is an extension of it must
try to explain what is and what isn’t a fallacy in a deontic environment
or in a practical reasoning task, and why theoretical reasoning should be
more prone to fallacies than practical reasoning. It is entirely possible that
some of this difference lies in the fact that one and the same strategy might
be a reasoning error in a non-practical context of reasoning, and yet be an
error-free strategy deontically. (Gabbay and Woods [1999], [2004a].)

A practical logic should also incorporate important developments in the
Al sector. It should exploit the fact that human reasoning is non-monotonic
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and that non-monotonic structures have been investigated by Al researchers
(e.g., Geffner [1992] and Pereira [2002]). Human reasoners are also adept at
recognizing and manipulating defaults. A default is something taken as true
provisionally or, as is said, in default of information to the contrary (Reiter
[1980}). Default reasoning introduces into the business of human inference
some extraordinary economies, which a practical logic must take pains with.
For reasoning is good not only when it produces the right answer, but when
it produces it on time. As a related development from linguistics, generic
inference discloses its thinking to default reasoning. Generic claims are
generalizations of a particularly elastic kind. Like ‘Tigers are four-legged,’
they tolerate true negative-instances (Carlson and Pelletier [1995]). They
also seem triggered by very small samples, as we have seen. The two features
are linked. Somehow human beings are rigged for what classically would be
seen as hasty generalization fallacies in precisely these cases in which the
reasoner is not generalizing to a universally quantified conditional (which is
as brittle as a generic generalization is elastic), but rather to a generalization
certain negative instances of which happen not to matter.

It is easy to see how default reasoning and generic inference touch on
the classical fallacy of hasty generalization, and necessitate a substantial
reconsideration of its traditional analysis. Other forms of default reasoning
pertain in the same way to the classical fallacy argumentum ad ignorantiam.
The basic structure of the fallacy is the (invalid) argument form:

1. It is not known that P

2. Therefore not P.
On the standard analysis, ad ignoratiam arguments are not only deductively
invalid, but wholly implausible as well. But as studies of autoepistemic

reasoning show (e.g.,) there are non-deductive exceptions to so harsh a
verdict, as witness:

1. If there were a Department meeting today, I would know
about it.

2. But in fact I know nothing of any such meeting.
3. So, it can reasonably be supposed that there’ll be no meet-

ing.

Here is further occasion for a mature theory of practical reasoning to
winnow out the mistakes in classical accounts of fallacious reasoning (con-
cerning which see Gabbay and Woods [2005]).
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2.6 Psychologism

In our conception of a practical, agent-oriented, resource-based logic, we
have not honoured every stricture against psychologism. Critics of, for
example, the logic of discovery, those who think it a misbegotten enterprise
as such, are drawn to the idea that accounts of how people entertain and
select hypotheses, form and deploy conjectures, and more generally how
they think things up, are a matter for psychology. Underlying this view is
something like the following argument. Let K be a class of cognitive actions.
Then if K possesses an etiology (i.e., a causal ancestry), this precludes the
question of the performing or disperforming the K-action for good or bad
reasons. If there were a logic of K-action it would be an enquiry into when
K-actions are performed rationally, that is, for the right reasons. Hence
there can be no logic of K.

Against this Donald Davidson is widely taken as having shown that far
from reasons for actions precluding their having causes, reasons are causes,
or more carefully, having a reason for an action is construable as a cause of
it. ([Davidson, 1963). See also [Pietroski, 2000] to the same effect.)®

We ourselves are inclined to emphasize a substantial body of work in
reliabilist and other forms of causal epistemology. In its most basic form,
a subject performs a cognitive action rationally when his performance of it
was induced by causal mechanisms that are functioning reliably, that are
functioning as they should.

We would do well, even so, to take brief note of a possible objection. If
the aspects of cognition in which a logician could be expected to take an
interest are often a matter of being in the right psychological state, and if
such states are sometimes the output of causal mechanisms unattended by
either attention or effort on the agent’s part, how can this be squared with
our view of logic as a principled description of (aspects of) what a logical
agent does? Our answer is that just as we deny that there is an inherent
incompatibility between reasons and causes, neither do we find any essential
incompatibility between being in a causally induced mental state in whose
attainment the agent played no intentional role and being the subject of
admissible answers to questions such as ‘What is X doing?’ (answer: ‘He is
thinking that P’), and ‘What was X doing that he came to be in state S7’
(answer: ‘He was looking at Harry’s Corot print’). In a quite general way,
whenever there is something that an agent is doing, there are constituent
happenings, not all of which qualify to be described as what X is doing,

9Another approach to the reasons—causes issue is that of agent causation, skillfully
developed in [0’Connor, 2001}. While we do not adopt this view here, we recognize it as
an attractive alternative.
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which might nevertheless enter into the description of what doees qualify for
the designation ‘what X is doing’.

The idea of logic as a theory of rational performance runs into a different,
though related, objection. The trouble with such a view of logic, it is said,
is that it commits us to psychologism, and psychologism is false.

Anti-psychologism is not a single, stable thesis. It is at least three pair-
wise inequivalent propositions.

1. In one sense, it is the case made by the argument we have just re-
examined and rejected.

2. In another sense, it is the view that although logic deals with the
canons of right reasoning, no law of logic is contradicted by any psy-
chological law or psychological fact.

3. In a third and more emphatic sense, it is the view that logic has
nothing whatever to do with how people do reason or should.!?

Having dealt with anti-psychologism in the first sense, it remains to say
something about the other two. Sense number two need not detain us long.
It is a view of anti-psychologism which is accepted by logicians who take
a traditionally normative view of logic. On this view, psychology is purely
descriptive, and logic is purely prescriptive. Hence the laws of logic remain
true even in the face of massive misperformance on the ground. On the
other hand, those who plump for reliabilist theories of rational performance
will reject anti-psychologism in its present sense, just as they reject it in
sense number one.

This leaves the third conception, the idea that logic has nothing to do,
normatively or descriptively, with how human beings — or other kinds of
cognitive agents, if any — think and reason. It is a view with an oddly
old-fashioned ring to it, suggesting a position which simply has been over-
taken by events of the past quarter century, referred to collectively by the

107t is interesting that the case which Frege actually pressed against psychological
methods in logic are not transparently present in the trio of interpretations currently
in review. In Frege [1884] and subsequent works, Frege’s resistance was twofold, as was
mentioned in the Preface of this book. First, if psychological methods were engaged in
such a way as to make mathematics an experimental science, then those methods should
be eschewed or anyhow not deployed in such ways. Second, if psychological methods
were engaged in such a way that mathematics lost its intersubjective character, then
psychological methods should be either abandoned or not employed in such ways. It
bears on the present point that whereas Boole was a psychologicist about logic, and
whereas Frege was a critic of Boole, Frege never criticized Boole for his psychologism.
Logic for Boole is not a matter of how people actually think but rather is a normative
account of the correct use of reasoning [Boole, 1854, pp. 4 and 32].
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founding editor of the Journal of Logic and Computation as ‘the new logic’.
He writes:

Let me conclude by explaining our perception of the meaning of
the word ‘Logic’ in the title of this Journal. We do not mean
‘Logic’ as it is now. We mean ‘Logic’, as it will be, as a result of
the interaction with computing. It covers the new stage of the
evolution in logic. It is the new logic we are thinking of.

[Gabbay, 1990]

Twelve years on, the editor’s prediction has been met with considerable
confirmation, and then some. The buds of the early 1980s have in numer-
ous instances achieved full flower. Non-monotonic logics, default logics, la-
belled deductive systems, fibring logics, multidimensional, multimodal and
substructural logics are now better established and methodologically more
self-aware than they were even a decade ago. Intensive re-examinations of
fragments of classical logic have produced fresh insights, including at times,
decision procedures for and equivalency with non-classical systems. Per-
haps the most impressive achievement of the new logic as arising in the
past decade or so has been the effective negotiation of research partnerships
with fallacy theory, the logic of natural language reasoning and argumenta-
tion theory.!!

The new logic, the logic born of the application of the procedural sophis-
tication of mathematical logic to the project of informal logic, has triggered
the very rapprochement that mathematical logic was not structured to de-
liver or to seek. The new logic, whatever its multifarious differences of
mission and detail, has sought for mathematically describable models of
what human agents actually do in real-life situations when they cogitated,
reflected, calculated and decided. Here was an approach that would in an es-
sential way take what mathematical logic would see as inert context into the
theory itself, where it would be directly engaged by the ensuing formalisms.

If psychologism is the view that logic has something to do with how
beings like us think and reason, then we are psychologicists. But we are
psychologicists of an ecumenical bent which counsels the theoretical rap-
prochement of logic more narrowly conceived with cognitive science and
computer science. It is an approach to logic which leaves it an open research
programme as to whether there might be a satisfactory logic of discovery.

In so saying, we do not place ourselves squarely in or squarely out of the
ambit of our interpretations of psychologism (save the first). In particular,

Ll Attested to, for example, by the Netherlands Royal Academy Conference in Logic
and Argumentation in 1995, and the two Bonn Conferences in Practical Reasoning in
1996 and 1997, and the De Morgan Conference on Logic, held in London annually since
1999.
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we have not expressly declared ourselves on what might be called Boole’s
question. Is our approach one in which how people do reason is ignored in
favour of how they should reason? Our answer at this stage is somewhat
equivocal, but it is the best we can do for now: we have doubts about the
purported exclusiveness of this very distinction.

2.6.1 Issues in Cognitive Science

The psychologism of our approach to logic places us in a nettle of contentious
and unresolved issues in the philosophy of psychology and cognitive science.
Exposure to these issues would be nothing if not tactically maladroit ex-
cept for the various psychological indispensabilities to the laws of thought
approach to logic. We do not have the wherewithal to settle the contentions
that such a conception lands us in. But we would do well, even so, to try
to situate ourselves in the midst of these entanglements. Like it or not,
psychology, especially cognitive psychology, is a part of our project, and we
meet with psychology as we find it, warts and all.

Cognitive science has taken on two principal tasks. One is to give a
mentalistic description of the laws under which cognition occurs (and is
largely successful). The other is to give an account of the mechanisms by
which these laws function without drawing upon the lexicon of mental terms
and expressions.

For the better part of a generation, it has been widely assumed by cog-
nitive scientists that this latter account will prove to be a computational
one. The still dominant view is that the cognizer’s mind operates as a linear
symbol processor, by which mental symbols are transformed by virtue of the
syntactic character of those symbols. Against this, is the view that the prac-
tical agent is a parallel distributed processor, many whose operations are
parallel rather than linearly connected, and non-symbolic or pre-linguistic.
Their difference of opinion has yet to be resolved. We ourselves lean to a
PDP approach if only because of its clear affinity to our fast and frugal
conception of individual agency.

Either way, however, further assumptions are granted and further prob-
lems are met with. Whether on the standard computational or the PDP
approach there is general agreement about the modularity of mind (see, e.g.,
Fodor [1975]) and disagreement as to whether the mind is comprehensively
modular or whether central cognition (hypothesis formation, belief revision
and the various other routines of practical reasoning) can be satisfactorily
modelled in computationally symbol-processing terms. We see in this a
natural concurrence between the modular and standard computational ap-
proaches. Part of the promise of PDP theories is that it disrupts this rough
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equivalence and frees up the question of the modularity of central cognition
from strictly symbolic assumptions.

Another matter on which virtually all are agreed is the importance of
a distinction between automaticity and control in matters of cognitive at-
tention. Here, too, there are disagreements. There are those who hold that
automatic processing does not require attention, whereas central processing
is effortful and subject to voluntary control (Schneider et al. [1984]). Others
(e.g., Kahneman and Treisman [1984]) distinguish between early-selection
(or filtering) models of attention and late-selective models, both of which
appear to be automatic and yet the second of which requires attention.
Bearing on this question is the further issue of at what stage does infor-
mation processing take on a semantic character. A good many cognitive
scientists are of the view that semantic processing and control go hand in
‘hand, leaving no room for automatic-belief revision. But here too the evi-
dence of semantic processing of information lodged in unattended channels.
(See Treisman [1960] for the classic paper; also Treisman [1964], Corteen
and Wood [{1972] and von Wright et al. [1975]. For doubts see Dawson and
Schell [1982] and Treisman et al. [1974].)

Among philosphers of mind, Fodor is perhaps best known for his insis-
tence on a limitedly modular analysis of cognitive systems (Fodor [1975]
and [1983]). Central cognition, he says, is holistic in design and opera-
tion, and, as such, slips entirely out of the ambit of cognitive psychology
(see also Fodor [2000]). Fodor argues for the holism of central processing
from the holism of science. Since holism requires comprehensive surveys
of knowledge-bases (or belief-sets), and such surveys are computationally
intractable, Fodor infers the computational intractability of central cogni-
tion if it had a requisitely computational structure. But central cognition
actually occurs, so it cannot, he concludes, be computationally structured.

Our own view is that the holism of central cognition does not follow from
the fact (if it is a fact) that science is holistic. There is room therefore for
a non-holistic orientation in investigations of central cognition. Two such
enquiries stand out. In the one, an attempt is made to link central cogni-
tion to local problem-solving heuristics that are cued automatically. In the
other, evolutionary psychologists are drawn to modularist explanations on
the basis of the highly structured complexity of the cognitive agent’s brain.
Since an entirely holistic central cognitive system, while highly complex,
couldn’t have anything like this same degree of structure, evolutionists con-
clude that it is more plausible to model the actual complexity of central
cognition on the structured complexity of the cognizer’s brain.

We find ourselves floating on the choppy seas of these interesting and
interconnected disagreements. (These are nicely reviewed in Botterill and
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Carruthers [1999].) If they have not yet been brought to successful resolu-
tion by psychologists, how much less the imperative of definitive pronounce-
ment by logicians. Still, the practical logic of cognitive systems carries some
expressly psychological assumptions, which are caught in the cross-hairs of
these rivalries. To some extent, therefore, we find ourselves pitched on
one or other side of these issues. Like any psychologically real account
of cognition, the computational aspects must be made compatible with the
plain fact of computational tractability (indeed of low-time, high pay-off set-
ups quite generally). Both PDP and comprehensively modular approaches
show promise here. A psychologically realistic account of cognition must
also leave room for subconscious (and possibly pre-linguistic) and largely
automatic cognitive operations. Here, too, the psychological literature on
attention (e.g., Parasuraman and Davies [1984]) is, even though equivo-
cal, helpful in setting the relevant parameters. If, for example, automatic
processing is not always completely non-attentional, and yet if some even
non-attentional processing can be said to have a semantic character, there is
room for the idea that the avoidance of irrelevance is a centrally important
component of cognitive success which is achieved automatically.

Consciousness is tied to a family of cognitively significant issues. This
is reflected in the less than perfect concurrence among the following pairs
of contrasts.

. conscious versus unconscious processing

. controlled versus automatic processing

. attentive versus inattentive processing

. voluntary wversus involuntary processing

. linguistic versus non-linguistic processing

. semantic versus non-semantic processing

N O s W =

. surface versus depth processing

What is striking about this septet of contrasts is not that they admit of
large intersections on each side, but rather that their concurrence is ap-
proximate at best. For one thing, ‘tasks are never wholly automatic or
attentive, and are always accomplished by mixtures of automatic and at-
tentive processes’ [Shiffrin, 1997, p. 50]. For another, ‘depth of processing
does not provide a promising vehicle for distinguishing consciousness from
unconsciousness (just as depth of processing should not be used as a cri-
terial attribute for distinguishing automatic processes ...’ [Shiffrin, 1997,
p. 58]. Indeed ‘[sJometimes parallel processing produces an advantage for
automatic processing, but not always .... Thoughts high in consciousness
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often seem serial, probably because they are associated with language, but
at other times consciousness seems parallel ...’ [Shiffrin, 1997, p. 62).

In what follows, these and other such matters will arise from time to
time. If, when this happens, we judge ourselves to have something useful to
say, we shall propose it. Otherwise we shall attempt to negotiate our way
past.



Chapter 3

Logic as a Description of a
Logical Agent

A great deal of modern economics is based on the accommo-
dation of the discipline to the demand of mathematics. Mod-
els based on dynamic disequilibrium or nonlinearity ... are in-
tractable to mathematical formulation. Without the postulate
of general equilibrium there is no solution to the system of simul-
taneous equations which economics needs to prove that markets
allocate resources efficiently. That is why economics has been
uncomfortable with attempts to model economies as sequences
of events occurring in historical time — which is what they are.
There is a nice irony here. The more ‘formal’ economics be-
comes, the more it has to treat reality as a purely logical con-
struction. When it looks on the market system and finds it good,
its admiring gaze is actually directed at its own handiwork.

Robert Skidelsky, New York Review, 8 March, 2001

The structure of bounded rationality shows the individual agent to be
the organic realization of a paraconsistent base logic. There is little to
suggest that the strategies endorsed by classical logic and most going non-
standard logics form more than a very small part of the individual agent’s
repertoire of cognitive and conative (decision-making) skills. ‘Putting this
more generally, deductive logic so far has little to say about the meso- and
macro-levels of reasoning, which is where most of our strategic thinking
takes place.” [van Benthem, 1999, p. 33]. If it is true, as suggested above,

41
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that individuals are, in matters of non-demonstrative import, pre-inductive
rather than inductive agents, the same would also appear to be the case as
regards deduction. If so, human individuals are not the wet-wear for de-
ductive logic, at least in the versions that have surfaced in serious ways in
the sprawling research programmes of modern logic. There is a particularly
interesting reason for this, touched on briefly in the previous chapter. If we
ask what the value of deductive consequence is, the answer is that it is a
guarantee of truth-preservation. Guaranteed truth-preservation is a good
way of avoiding error. But individual agents are not in the general case
dedicated to error-avoidance. For the most part, the routines of deductive
consequence do not serve the individual agent in the ways in which he is
disposed (and programmed) to lead his cognitive and decisional life.

Let us briefly take our bearings: Complexity is a relatively recent item
on the agendas of logicians. It is known that the most extreme complexity
embedded in any formal or logical apparatus utterly pales in comparison to
the speed with which individual agents perform their cognitive tasks in real
time. We have been suggesting a certain explanation of this. The basic idea
is that speed is a trade-off for strict soundness and completeness. While
cognitive strategies employed by individuals cannot pretend to ensure com-
plete accuracy, still less absolute certainty, they serve us well when things
go awry and start to degrade. The kind of cognitive competence which
such procedures serve rather well has nothing to do with the hell-bent accu-
mulation of logical truths or with the output of some well-constructed and
well-programmed theorem-prover, but with timely, composed, and sensible
reactions to difficulty and challenge. On this view, ‘rationality is repair’
[van Benthem, 1999, p. 42]. The rationality-is-repair approach does not
however preclude the possibility of building formal systems with greater
real-time fidelity. It is more easily said then done. Van Benthem points
out that the logic of refutations and first-order logic has been adjusted for
arrow logic and modal first-order logic {[Venema, 1996] and [van Benthem,
1996]). This raises the possibility that decidable systems might in turn be
reduced to less complex systems, which might better model real-time cogni-
tive performance. But, a warning: such systems will nevertheless be highly
complex.

A third option bears rather directly on the question of how could we
write rules for what is largely instinctual behaviour. The present option
suggests an answer. It is to construct architectures which represent auto-
matic, subconscious, sublinguistic and (probably) highly connectionist de-
livery systems for much of what passes for execution of the rationality-is-
repair model of cognitive competence. One virtue of this, the ‘phantom-
algorithms’approach, is that the theory has principled occasion to explain
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why our overt cognitive output, while often wrong in detail, is basically
right.

Information-theoretic studies of consciousness suggest the phantom al-
gorithms approach, that the basic structure of consciousness is such as to
exclude from his attention most of the information that an individual is pro-
cessing at any given moment. This in turn suggests a certain approach to
what we might call the Cut Down Problem. It appears that discounted in-
formation is irrelevant to whatever a conscious agent is currently attending
to, that consciousness itself is a relevance-filter. Even within consciousness,
individuals have the uncanny ability to distinguish the irrelevant from the
relevant. Consider an event that has penetrated an agent’s consciousness.
Already an economically and informationally aberrant occurrence, it stands
out in ways that call for attention. In many cases such occurrences call
for explanation. For any such occurrence the number of possible explana-
tions is indefinitely large. The number of possible explanations which the
individual will actually attend to is correspondingly very small. Thus the
candidate space of (say) an abduction problem is a small proper subset of
an indefinitely large set of possible explainers (or, more generally, possible
resolvers). This suggests an operational characterization of relevance. A
possible resolver is relevant to an agent’s abduction task if and only if it is
a member of his candidate space, if and only if it is a possible resolver that
he actually considers.

On this account, relevance is indeed a largely automatic affair, which is
where the principal economies lie. It is a concomitant of the consideration of
possibilities. Relevance marks the boundary between possible resolvers and
candidate-resolvers. It also marks the boundary between the more general
distinction between mere and real possibilities. Something is a mere possi-
bility for an individual agent when it does not intrude itself into the agent’s
action plan. Mere possibilities are those that give the agent no grounds,
proactively or retroactively, for action or for deliberation. Something is a
real possibility for an agent when and to the extent that he is prepared
to give it standing (even counterfactual standing) in his deliberations. An
agent might be got to concede that there might be a massive earthquake
in London later this afternoon. It is a mere possibility for him if the agent
gives it no standing in his action-plans for today. It is a real possibility if
it is something he is prepared to reflect upon in organizing his day, to re-
flect upon even if it subsequently meets with his dismissal upon reflection.
Like sets of possible explainers, an agent’s totality of mere possibilities is
a large set at any given time. Like an agent’s candidate spaces, his real
possibilities constitute a (comparatively) small set at any given time. Just
as relevance is defined over sets of possible resolvers as that which screens
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possible explainers into candidate spaces, relevance is likewise the filter that
takes possibilities into real possibilities.

It is well to note that an agent’s place in the hierarchy is not a one-off
matter. Within limits, the sort of agent he is is the sort of agent he can
afford to be, which in turn depends on what is currently or prospectively on
his agenda. If he is writing a book on relevance, he should take pains and
he should take time. He should even be prepared to give up if there is a
notable lack of progress. But if the same person notices the open back-door
of his presumedly locked-up house, he has options to consider and actions
to take right then and there.

3.1 Heuristics and Limitations

In the sequel to this book, we attempt to make something of the contrast
between abduction as a practical matter and abduction in science. The
contrast we propose is reflected in the distinction between practical and
theoretical agents, a distinction which makes positions in a hierarchy H of
agent-types partially ordered by the resources that agents command. Con-
ceived of in this way, there is little short of teamwork and access to a big
computer that a practical agent can do to enlarge his command of resources
and thereby advance his place in H. We say that there is little he can do,
but not nothing. Here is an example, which flows from the creative power of
individual agents. Despite the scarcity of time, information and computa-
tional capacity, practical agents are capable of highly significant theoretical
achievements. Practical agents are adept at thinking up theories. This has
something to do with heuristics. Heuristics we understand in Quine’s way
[1995]. They are aids to the imagination. They help the theorist in thinking
up his theories. It cannot be put in serious doubt that in the business of
thinking up his theories, there are some things the theorist cannot do with-
out, including his most confident and enduring convictions about principles
he thinks the theory must honour. Even so, not every belief required by the
theorist to conceptualize and‘organize his theory need itself be a theorem
of the theory. A case in point is any scientific theory eligible as input to the
Léwenheim—-Skolem theorems. All such theories must be extensional. Yet
for all kinds of purely extensional theories, there isn’t the slightest chance of
our being able to think them up in a purely extensional language. In such
cases, the intensionality of the thinking-up language is indispensable; but it
would be a mistake to import those indispensable intensionalities into any
theory governed by the Lowenheim-Skolem theorems. The mistake is bad
enough to qualify for a name. We call it the
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Heuristic Fallacy: Let H be a body of heuristics with respect to
the construction of some theory 7. Then if P is a belief from
H which is indispensable to the construction of T, then the
unqualified inference that T is incomplete unless it sanctions
the derivation of P, is a fallacy.

If, then, the theorist bides the Heuristic Fallacy, he will be reluctant
to enshrine in his theory those things that restrained him in thinking the
theory up. If, for example, his theory is a logic or formal semantics or an
exercise in econometrics, it is completely open — indeed likely — that the
theorist will sanction procedures or algorithms which are canonical in the
theory, but which he, their inventor, could never run.

In this, the theorist is met with the ticklish problem of simultaneous
avoidance of the Heuristic Fallacy and fidelity to the project of construct-
ing ideal models of appropriate (that is to say, approximate) concurrence
with actual human performance. It is a task more easily prescribed than
executed.

Given the striking and essential differences exhibited by agents at dif-
ferent ranks in the hierarchy of agency, it is easy to see that a logic which
does well for a given type of agent does badly for agents of a different type.
There is a standing invitation to logicians to commit this mistake, and the
history of logic is liberally dotted with its commission. The propensity to
make this mistake in an essential structural feature of what constitutes a
logic. A logic is an idealization of certain sorts of real-life phenomena. By
their very natures, idealizations misdescribe the behaviour of actual agents.
This is to be tolerated when two conditions are met. One is that the actual
behaviour of actual agents can defensibly be made out to approximate to
the behaviour of the ideal agents of the logician’s idealization. The other is
the idealization’s facilitation of the logician’s discovery and demonstration
of deep laws.

There are limits to how far the theorist’s idealization can go. It is by
now widely agreed that classical first-order logic is an excessive idealization
of the behaviour of individuals, of agents at the bottom of the hierarchy of
agency. Of course from the point of view of descriptive adequacy, all logics
go too far, because all idealizations are descriptively inadequate. This is not
to say that anything goes, or that nothing does. We propose the following
limitation rule.

Logic Limitation Rule: A logic is inappropriate for actual agents
of type 7 (or actual agents of type 7 in relation to a given agenda)
to the extent to which factors which make for agency of type 7
are indiscernible in the behaviour of the logic’s ideal agents.
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It is well to note in passing the availability of machine modelling to
serve—or try to—the requirements of a theory of individual cognitive agency.
The great success of Turing’s models in Al notwithstanding, it is unlikely
that this is the way to go. For one thing, ‘Turing machine programming is
about the least perspicuous style of defining algorithms that has ever been
invented’ [van Benthem, 1999, 37). An alternative kind of approach sug-
gests itself. The game-theoretic approach has already achieved something
of a beachhead in logical theory. There are logical games for semantic in-
terpretation {e.g. [Hintikka, 1973; Lorenzen, 1965; Lorenzen and Lorenz,
1978]); for dialogue logic (e.g., [Barth and Krabbe, 1982; Carlsen, 1982;
Walton and Krabbe, 1995; MacKenzie, 1990; Girle, 1993; Woods and Wal-
ton, 1989: Hintikka and Bachman, 1991], and [Gabbay and Woods, 2001],
among others); and for the comparison of models ([Ehrenfeucht, 1961] and
[Fraissée, 1954]).}

Notwithstanding the prominence of the game-theoretic orientation, it
too is met with nasty intractability problems, especially in dialogue logic.
Nor does the game-theoretic approach exclude any notion of computability,
never mind the difficulties to date (see here [Moore and Hobbs, 1996]).

3.2 Three Problems

Before bringing this chapter to an end, we take note of three particular
challenges which the theorist of practical reasoning must try to subdue.
This is not the place for solutions. It suffices that the problems be clearly
set out and well-motivated. They are what we shall call the Complexity
Problem, the Consequence Problem, and the Approximation Problem.

3.2.1 The Complexity Problem

In a purely commonsense way, individual agents are unable to deal with mat-
ters when doing so exceeds the time that can be afforded and the agent’s
computational power. This last is a constraint on complexity, and complex-
ity here is a first-level operational matter. It should not be confused with
metamathematical complexity. A case in point is the intractability of the
decision problem for systems of relevant arithmetic. It is a problem no less
hard than ESPACE-hard — a computational horror. If anything is obvious
about individual agency, it is how adept human beings are at evading irrel-
evant information. This is done massively by the structure of consciousness
itself, as we have said. But even within consciousness, most of what an agent

1A good survey of logic games is [van Benthem, 1988] and [1993).
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is aware of is irrelevant to the given task at hand. The obviousness of this
fact carries over to one of its most interesting consequences: Efficient and
timely management of the relevant—irrelevant distinction is not too complex
for the individual agent to provide. So, in particular, we must avoid the
mistake of uncritically endowing metamathematical complexity with oper-
ational significance. This we take to be the moral of the reason-is-repair
slogan, and the several canons of minimal rationality that trail along in its
wash.

Relevant logic aside, we join with Harman and others in saying that
classical first-order logic, and the probability calculus, too, are too complex
for the likes of us. That is to say, if our rules of inference included its ‘rules
of inference’, and if we ran those rules in the way that they were run in first-
order structures, then, apart from some trivial exceptions, we would lack
the time and the computational heft to make inferences at all. We are also
minded to agree with those who claim that non-monotonic reasoning (to
take just one example) is more efficient, more psychologically real than its
monotonic vis-3-vis. In one sense, non-monotonic reasoning is less complex.
But as studies in AI make clear, non-monotonic reasoning is also more
complex. In fact, any logic that deviates from the standard extensional
logics involves an increase in complexity. It is not just that such systems
are metamathematically complex; running their programs also represents a
jump in complexity. So a question presses. How can, e.g., non-monotonic
logic be simpler to use for practical agents and yet more metamathematically
complex than first-order structures which are difficult (to say the least) for
practical agents to use? A case in point is consistency-checking. Consider
the default rule:

8

o 7
which we can read as ‘deduce 3 if in context, «,  is consistent’. The
requirement is computationally complex for a machine. But typically a
practical agent just ‘intuitively’ checks at little or no cost.

The problem, then, is this: how can it be the case that in everyday
operational terms, individual agents are more or less good at ranges of
tasks for which complexity is no particular problem, and yet, as studied
by logicians and computer scientists, it is precisely those tasks that carry
a degree of complexity which, if it actually obtained, would paralyse the
individual’s thought and action?

We have already noted that consciousness is a radical suppressor of com-
plexity, and that computer simulation to date of individual agency have
been unable to operationalize the distinction between conscious and non-
conscious systems. The result of this is that in all simulations of cognitive
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performance, there is vastly more information involved than any individual
can consciously take in. Correspondingly, the simulating mechanizations
exhibit (and handle) levels of complexity which are provably beyond the
reach, often by several powers, of any conscious agent.

This appears to leave us with two options, both of which are underde-
termined by any available evidence. One is to retain these over-complex
systems, these aggregations of informational glut, and to postulate that
they apply to agents pre-consciously. Below the threshold of consciousness,
human systems are devourers of information, which enables them to handle
substantial levels of complexity. We might judge it reasonable to think of
the human neurological system as organic realization of PDP architecture,
i.e., as computer analogues of the brain’s own neurological network struc-
ture, the computer descriptions of which would then be of approximately
the right type.

The second option is more radical, but it is no more foreclosed by the
available evidence than the first alternative. In exercising it we would simply
refuse to accept that any going logic or any going computer simulation
stands a chance of elucidating individual agency in a realistic way.

Either way, we see it as a matter of urgency that logicians and computer
scientists forge serious, substantial, and long-term partnerships with the
brain sciences.

Before leaving this matter, it is well to emphasize that intractable, and
otherwise unrealistic, theories T of agency are devised by practical agents
using cognitive and creative resources which do not find their way into T,
either at all or in a descriptively adequate way. To some extent, their exclu-
sion is justified by the necessity to avoid the Heuristic Fallacy. Beyond that,
the exclusions constitute an abduction problem for the theorist. What best
explains the exclusion from a theory of cognitive competence of those very
cognitive skills which the theorist draws upon in constructing his theory?
Various conjectures can be considered. One is that the theorist has a general
idea of, but lacks a sufficiently detailed and descriptively adequate command
of, how those resources are deployed in real life. So, he activates the general
idea in his theoretical model. Another is that the theorist’s agenda is in
part normative. If so, then his task must include the specification of norms
which real life agents may and do deviate from in practice. The theorist will
also be aware that in the very idea of a performance-norm is the requirement
that actual behaviour counts as disconforming only if it is made out to bear
a certain resemblance to the norms it violates. Another way of saying this
is that only behaviour that approximates to a norm can be characterized
as violating it. Why, then, is there often such a huge gap between what
the ideal model prescribes and what practical agents are actually capable
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of? Our answer is that theorists have not yet succeeded, even where the
need to do so has been recognized, in formalizing an approximation relation
adequate for this theoretical task.

Examination of the historical record of theory formation in the areas of
human performance suggests that idealized models fail to capture the actual
— performable or near-performable — behaviour of practical agents. If this
historical observation is correct, it must quickly be supplemented by recogni-
tion of the fact that theories that fail in this way may be seen as more faithful
models of non-practical agency, of agencies of types that occur higher up in
the hierarchy of agents. Agents so positioned we have dubbed theoretical.
Theoreticality, like practicality, is a matter of the agent’s command of the
requisite cognitive and other resources required for cognitive performance;
hence, twice-over, a matter of degree. Computational complexity is a case
in point. Individuals, i.e., practical agents, have comparatively little of it,
and collectivities, i.e., theoretical agents, have comparatively lots of it. A
theory of human performance whose ideal models embed a lot of computa-
tional fire-power may fail as a model of practical agency and yet succeed as
a model of theoretical agency.

This allows us to re-frame an important question. Why is it that theo-
rists who seek to formalize practical or individual agency so often end up
building models that fail for such agents and yet succeed, or come closer to
succeeding, as models of theoretical agency? Our abduction is that this is
the best that such theorists know how to do, that in questing for models ap-
propriate to one type of agency they succeed in finding models that do well
(or better) for other types of agency, which in their turn only approximate
to the originally targeted agency-type. Here we meet with a methodological
principle of substantial provenance. We call it the Can Do Principle. In its
most basic form, the

Can Do Principle bids an investigator of a question Q in a do-
main D to invest his resources in answering questions Q7,..., Q5
from domain D* when the following conditions appear to have
been met. First, the investigator is adept at answering the
Q7; and second, he is prepared to attest that answering the
Q; facilitates the answering of the initial question Q.

There is nothing to dislike in investigative practice governed by the Can Do
Principle, provided there is reason to believe that what the theorist attests
to is actually the case. But as the present situation in, for example, ratio-
nal choice theory, probability theory and mathematical logic itself clearly
indicates, the attendant attestations sometimes stand little serious chance
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of being true. So the theorist plugs away at what he is able to do rather
than what he himself has set out as his primary task.

Neo-classical economics is an instructive case. As is widely known, the
neoclassical theory replaced the law of diminishing marginal utilities with
the law of diminishing marginal rates of substitution. With the additional
‘simplification’ that goods are infinitely divisible, the theory had direct ac-
cess to the firepower of calculus and could be formulated mathematically.
Thus, for significant ranges of problems, it is easier to do the mathematics
than the economics, with an attendant skew as to what counts as economics.

In its justified forms the Can Do Principle represents a sensible diver-
sion of investigative labour, together with an implied (and usually rough)
rank ordering. The Principle is justified when the enquirer has adequate
reason to think that his investment in ‘off-topic’ work will eventually con-
duce toward progress in his ‘on-topic’ programme. It matters that whether
the Principle is indeed justified is often indiscernible before the fact. In the
natural history of the use of the Principle, its subscription is often tentative
and conjectural, turning on features which give to the methodology of the
investigation underway an abductive character.

3.2.2 The Approximation Problem

It remains our view that a logic is a formal idealization of a logical agent.
The Logic Limitation Rule bids the theorist not to make too free with his
idealizations. If the logician’s or the computer scientist’s ideal model is to
be seen as modelling what actual agents actually do, what happens in the
ideal model must be recognizable as the sort of thing an actual agent could
or might do, or actually does. This factor of recognizability we have tried to
capture by the relation of approximation, which bears on our problem in two
ways. In the first place, an ideal agent’s behaviour, IB, is recognizable as
the sort of thing, BB, an actual agent really does, or could or might do, just
in case, or the degree to which, RBing is an approximation of IBing. But
secondly, a theory T which fails to model with appropriate approximation
the behaviour of agents of type k, may succeed in modeling the behaviour
of agents of higher or lower type k¥*. Even though T fails the approximation
requirement in relation to the actual — or performable — behaviour of &
agents, T may still provide valuable insights into the workings of k&-behaviour
if the agency-type &*, which fits T’s norms more comfortably, is itself an
approximation of requisite closeness of k-agency. We take it as a condition
on a satisfactory theory of approximation that it preserves the intuitive
inequivalence of these two notions of approximation.
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The concept of approximation is borrowed from the natural sciences.
The physics of frictionless surfaces is a case in point, as we saw. Frictionless
surfaces are mathematically describable idealizations of the slipperiness of
real life, of the pre-game ice of the rink at the local hockey arena. Though
the surface of the ice is not frictionless, it approximates to that state. There
are limits on what to count as an approximation. After three periods of play,
the surface of the ice is a less good approximation of frictionlessness than
in its pristine pre-game condition. But no one will seriously suppose that
#04 sandpaper is also an approximation of frictionlessness, only less good
still.

The approximation problem for logicians and computer scientists is the
problem of specifying the mix of similarities and differences admissible by
what they are prepared to call approximations of ideal performance. It is a
difficult question. We may say with some confidence that no ESPACE-hard
regime can be considered to be in the counterdomain of any approximation
relation on conscious individual agents. But we don’t want to restrict ap-
proximations to things which such a being could do if he went into training
and tried really hard.

When recently the present authors were expounding the material of the
present chapter to a meeting of computer scientists and electrical engineers,
a member of the group said something along the following lines: ‘I like
your characterization of individual agency. And I too see a logic as a formal
idealization of a type of agent. But are you sure that you’re going to be able
to write rules for this sort of case? I really need to see your rules!’ It is a good
question, and a hard one. It brings into apposition both the approximation
problem and the complexity problem. The complexity problem is in part
the problem of how much complexity in an ideal performance qualifies as
that to which an actual agent’s behaviour bears the approximation relation.
And the question, ‘Can you write rules for individual agency?’ subsumes
the question — or a question tantamount to the question — whether it is
possible to make computer models of what is information-theoretically and
complexity-theoretically distinctive of individual conscious agency.

3.2.3 The Consequence Problem

In its more purely classical state, a logical system can be seen as giving an
account of the consequence relation. Non-classical variations can be under-
stood in turn as principled descriptions of alternatives or rival consequence
relations. We have already remarked on the difficulty such an approach
presents the agency view of logic, that is, any view of logic in which a
logical system is a formal idealization of a type of agent. The problem is
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that consequence relations are specifiable by truth conditions, or by proof-
theoretic constraints, independently of anything that might be true of any
actual agent.

It is possible to improve upon this austerely truth conditional approach
to logic, that is, to a logic of agency, by taking a logical system to be an
ordered pair (S, |~) of a designated consequence relation |~ and a set of
instructions for proving when the consequence relation obtains in a context.
In the example at hand (derived from [Gabbay, 1994]), |~ is non-monotonic
consequence and S is a proof theory purpose-built for its peculiarities. In
commonsense terms, a logical system of this sort is a principled description
of the conditions under which an agent can declare (or recognize) a logical
consequence of a database. The condition of S clearly enough adumbrates
the idea of agency, and we can see in S an attempt of sorts to inferentialize
the consequence relation. This is something Aristotle attempted 2500 years
ago. Syllogistic consequence is just classical consequence constrained in
rather dramatic ways, in ways that make the theory of syllogisms the first
ever linear, relevant, intuitionistic, non-monotonic, paraconsistent logic, or
some near thing. Aristotle’s question was in effect this: Can we get a
plausible theory of inference from constraints imposed on the consequence
relation? This is also a question for proponents of (S,|~). Can we get a
plausible formal idealization of an actual agent by softening the consequence
relation and harnessing it to a purpose-built proof theory? Our answer is
that it depends on the type of agent, and his (or its) rank in the hierarchy.
But it also seems correct to say that the lower down we go the less plausible
the (S, I~) approach becomes. But we note in passing that the more a logic
of agency imposes constraints on the consequence relation, or the more it
supplements it with additional structure, the more we remove from centre
stage what we have been calling the purely classical view, in which logic is
dominantly a bunch of truth conditions on the consequence relation.

3.2.4 Truth Conditions, Rules and State Conditions

The mathematical turn in logic changed (for a while) the conception of
what a logic could and needed to be. In Frege’s hands, logic needed to be
re-jigged and retrofitted in order to accommodate the burdens of a particu-
lar thesis in the epistemology of arithmetic. In Frege’s conception of it (but
not Russell’s) logicism was the view that since arithmetic is reducible to
logic and logic is analytic, so too is arithmetic analytic, pace Kant.? Noth-
ing in Frege’s logicist ambitions for the new logic required it to address,

2There are reasons simple and complex as to why Frege’s logicism can't have been
the same as Russell’s. The simplest of of these is that Frege wanted logicism to prove
the analyticity of arithmetic, whereas for Russell the truths of arithmetic were synthetic.
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still less to elucidate, the strict deductive canons of human reasoning and
argument. When logicism expired (it could not survive the Godel incom-
pleteness result), the new logic was dispossessed of its historic rasion d’etre.
It is open to wonder why the new logic didn’t likewise lapse. That it didn’t
is a striking feature of the intellectual history of the twentieth century, and
it is explained in part at least by the Can Do Principle. In the span of
time from 1879 to 1931, logic had become a dazzlingly successful intellec-
tual enterprise — a growth industry, so to speak. In historically unrigorous
hands, the logic of Frege and his successors reverted to its ancient status as
a theory of strict reasoning, with evidence perforce of the Can Do Principle
liberally at work. The boom times in recursion theory, proof theory, model
theory and set theory are explainable by the fact that this was work that
people were able to do, and to do extremely well; and it was seen as work
that facilitated the overarching goal of producing a comprehensive logic of
deductive thinking. Among those who knew better, the new logic was per-
mitted at least as much because it was found to be intrinsically interesting
as that it was possible to do it well; and the Can Do Principle delivered the
goods for that intrinsic interest.

As it has developed, mathematical logic, in both classical and non-
standard variations, examines the properties of structures. Such structures
were not of a type that could pass for models of cognitive systems, except at
levels of abstraction that made them unconvincing simulations of the actual
practice of individual cognitive agents. For the most part, investigators of
those structures hadn’t the slightest inclination to think of them as models
of human cognitive processes. They were studied because they could be
studied, and because they were thought to be intrinsically interesting — as
is virtually any enterprise that offers promise of well-regarded, long-term
employment, which was the state of play in mathematical logic for virtually
all of the past century.

Against this background, two historically important developments stand
out. Omne involved the rising fortunes of non-standard systems within logic
itself. The other was the brisk evolution of Al. The two developments
converged on an ancient idea; indeed it is the original raison d’etre of logic
itself. Thus some, (though not all) of the non-standard systems and most
of the approaches to computer logic were motivated by the desire that logic
be a seriously deliberate account, or part of an account, of how thinking
can and should be done. In the hands of logicians, this was an attempt to
convert mathematical structures into cognitive systems; and, as was the case
with relevant logicians, this was done by imposing non-classical constraints
on classical rules and operations. In the hands of computer science this was

The more complex story is well told in {Irvine, 1989].
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done by writing programs that simulated actual human performance. And,
here, too, this was largely a matter of constraining the classical algorithms.

As we have seen, both these attempts to recur to logic’s original mo-
tivation have met with various difficulties. Chief among them has been
the high computational costs, higher than in classical systems, of running
their algorithms, executing their protocols and deploying their rules. The
results we have cited on the play of information on consciousness suggests
an unattractive dilemma for the new, user-friendly logics. Either the new
logics cannot be run by beings like us, or they can be and perhaps are run,
but not consciously.

Logic’s historic connection with thinking has always been with conscious
thinking. If our present dilemma is well-grounded, then we would seem to
have it that logic cannot discharge its historic mission (which would be
another explanation of why mathematical logic doesn’t even try).

One dilemma leads to another. Either what we are calling the new logics
are bad theories of human thinking, or they are possibly good theories of
human unconscious thinking. Apart from the difficulty of determining which
of these is likely to be true, there is the further difficulty that — historical
anti-psychologism aside — theories of subconscious cognition have never
been thought of as logic. We are now in the precincts of tacit knowledge,
in which psychology has had what seems to have been a near thing to a
monopoly. The further dilemma to which this gives rise, is a dilemma about
logical rules. If rules of logic are thought of as having something to do with
how human beings actually think, then by and large they are too complex for
conscious deployment. On the other hand, unconscious performance or tacit
knowledge is a matter of certain things happening under the appropriate
conditions and in the right order, but it is unsupportably personificationist
to suppose that this is a matter of following rules (an inclination which
seems unshakably embedded in contemporary computer science.) Fagons
de parler being what they are, we can readily enough reconceptualize such
‘rules’ as causally enabling regularities; but then all semblance of logic as a
prescriptive discipline is lost. A further dilemma, then, has it that logic has
rules which humans can’t conform their (conscious) thinking to or except
for some fairly trivial conscious exceptions, logicality cannot be a matter of
following rules.

Recent work on analogical thinking, emphasizes that ‘... thinking by
analogy is an implicit procedure applied to explicit representations’ (Holyoak
and Thagard, 1995, p. 21]. Accordingly the goal of analogic is ‘to make
explicit how that implicit procedure operates.” (idem.). Plainly this cannot
mean that the goal of analogic is to make explicit the rules which the subject
explicitly runs to make the procedure work. It means rather that the goal of
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analogic is to make those rules or procedures explicit to the theorist. Even
this is a trifle tendentious. The theorist will explicitly conjecture a procedure
of a type that he thinks plausibly applied to analogical thinking. He will
say, for example, that the analogizer is adept at seeing relevant connections.
In so saying the theorist is nothing but right that the correctness of his
observation needn’t involve his giving an account of relevance or specifying
the conditions under which analogizers are good at detecting it; to say
nothing of rules which the analogizer expressly deploys.

Explicit knowledge tends to be accessible to consciousness, and is there-
fore readily verbalizable by beings who have acquired the ability to speak.
‘Using explicit knowledge often requires noticeable mental effort, whereas
using implicit knowledge is generally unconscious and relatively effortless’
[Holyoak and Thagard, 1995, p. 22]. Here, then, is a mistake to avoid.
Thinking is often conscious. When it is, it often involves propositional
representations. It is entirely helpful to have good theoretical accounts of
propositions — of how they are represented, of their grammatical struc-
tures, of their intentionality, and of those various properties and relations,
possession of which bears on issues such as these. But it is a mistake to
suppose that all our interactions with things we’re conscious of are likewise
objects of our consciousness. In particular, even if it is true that proposi-
tional representations require consciousness, it does not follow, and is not
the case, that manipulating such representations is necessarily conscious.
Still less does it follow that the cognitive manipulation of items of which we
are conscious is a matter of following rules.

Logic is a model of a logical agent. Agency operates at various levels,
central to which is the distinction between

e the conscious and propositional

¢ the subconscious and prelinguistic.
Logic accordingly involves

¢ a description of propositional structures, emphasizing prop-
erties deemed relevant to the description and/or evaluation
of cognitive tasks

and
¢ a body of inferences about what goes on ‘down below’, and

how it might influence or be influenced by conditions that
obtain ‘up above’, i.e. propositionally

e conceptual analyses or definitions of the key ideas involved
in the above two accounts.
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Here is a conception in which logic is an enterprise with significant limits.
Beyond the ingenuity of the theorist, chief among these limitations is the
theorist’s inability to inspect what goes on down below, on how proposi-
tional structures are actually handled, even consciously so. Recurring to
the example of relevance, beings like us are adept at discounting and other-
wise disengaging from irrelevant information. Some of the time, therefore,
the propositional structure that has popped into a human head will be the
output of his irrelevance evading devices. But it cannot simply be assumed
that there are linguistically representable properties of his propositional
structures that answer directly to the fact that it is a relevant propositional
structure; which is a lesson lost on certain self-styled relevant logicians.
The difficulty of determining the interconnections between what goes on up
above and what goes on down below is noticeably less so in the negative
cases. Thus, if the theorist-logician conjectures that the irrelevance-evading
cognitive agent is someone who runs the algorithms that solve the decision
problem for the standard Anderson and Belnap system minus the distribu-
tivity law, then he attributes to the agent computational capacities which
it is known that he cannot begin to approximate. This leaves a good ques-
tion. What, on the agent’s behalf, are we to make of the ‘rules of inference’
preferred by the theorist of propositional relevance?

It should not be forgotten that those who conceive of logic as exclusively
the examination of propositional structures, with an emphasis on selectively
important properties and on operations under which those properties are
closed, are well-positioned to save themselves all the grief presently under
review, and then some. All the more so, once the move is made from
linguistic structures to mathematical structures of higher abstraction. To
restrict logic thus makes more of a claim on prudence than is strictly justified
perhaps, but there can scarcely be a logician alive who is unaware of such
temptations.

There remains the fact that not all logicians are so methodologically
circumspect, or ruthless. The new logic is awash in claims that go too far,
in conjectures that are too much to bear by any fair measure. A good part
of their problem flows from the very conception of logic that their work re-
flects. It is a conception that originates with Aristotle. Aristotle wanted a
comprehensive theory of argument. Owing no doubt to the ambiguity of the
Greek word syllogismos, which our own word ‘deduction’ also inherits, Aris-
totle thought that a theory of syllogistic argument would also be a theory
of deductive thinking. Indispensable to both projects is a theory of propo-
sitional structures which Aristotle called syllogisms. Syllogisms in this core
sense are neither psychological nor dialectical entities. A syllogism is simply
a triple of propositions answering to certain truth conditions. On the other
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hand, arguments in the sense for which he wanted a comprehensive theory
are dialectical structures held to certain standards which are representable
as sets of rules. Inference, or deductive thinking, is a kind of psychological
modality subject at the descriptive level to certain psychobiological state
conditions.

Two things of importance require attention. One is that truth condi-
tions, dialectical rules and psychobiological state conditions are three dif-
ferent things (see [Woods, 2002b]). What is plausibly supposed of a propo-
sitional relation such as implication (for example, that it answers to truth
conditions in virtue of which it is monotonic), cannot be plausibly said ei-
ther of the dialectical rules of real-life argument or of the psychobiological
state conditions of real-life belief-revision. No rule of argument will put up
with the limitless supplementation of a valid argument’s premiss-set, and
no conditions under which an agent deduces a belief from a database will
induce him arbitrarily and repeatedly to augment that database in ways
that leave him wholly uninterested in whether his belief in the conclusion
would (or need) change. It is true that Aristotle thought that the truth
conditions of his purely propositional logic could be modified in ways that
enabled them to be more plausible simulators of dialectical rules of dispute
and argumentation and the psychobiological constraints on belief revision.
Even so — and here is a second point that calls for attention — a problem
arises that Aristotle could not have been aware of. It is the vexation that
flows from the fact that imposing constraints on truth conditions with a view
to their serving as dialectical rules makes for computational complexity on
a scale that is hardly less than daunting.

Something of this difficulty is reflected in the entrenched affection of
logicians and, especially, computer scientists, for anthropomorphizing the
causal modalities of electric circuitry, or pretending that algorithms are
actually instructions to an entity capable of reading and complying with
them, when in fact they are causal triggers and regulators of digitalizable
electronic flows (phantom algorithms, as we said earlier). Such processes
bear a resemblance to what we are calling psychobiological state conditions,
but even here there is a danger of a considerable misconception. There is
reason to believe that under certain circumstances, psychobiological states
are regulators of conscious states in beings like us. There is not yet reason
to believe that the electronic etiologies which drive computer simulations of
human cognitive effort succeed in producing anything that might pass for
consciousness.

If we allow that a logic is a description of a logical agent and that
human logical agency plays itself out both consciously and unconsciously,
we leave it comfortably open in principle that the algorithms of an electrical
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engineer’s making might enjoy literal application in matters of subconscious
logical agency, and that the complexity discouragements that would bedevil
the conscious running of such algorithms well might evaporate when run
unconsciously in suitably layered architectures of the PDP kind. Talk of
rules, on the other hand, is best reserved for the conscious domain, where
it must be responsive to its very high levels of informational entropy.

The various issues make it desirable to revisit the Heuristic Fallacy,
which is the mistake of supposing that every proposition necessary for the
theorist to believe in order to think his theory up is a proposition which the
theory itself must formally endorse. The sheer attractiveness of the fallacy
is hard to overestimate. There is an entrenched methodology in philosophy
and the abstract sciences generally according to which the theorist’s core
‘intuitions’ must be preserved by any subsequent theory. The general inad-
equacy of this assumption need not detain us here {(but see again {Woods,
2002a, Ch. 8]). Even so, if the theorist is not permitted to lodge in his
theory any of his pre-theoretical beliefs, it is difficult to see how theories are
possible. So some propositions, whose omission to believe would cause the
theorist to fail to think up his theory, must be admitted. But which?

The Heuristic Fallacy (or the prospect of it) is important in another
way. It is a way that offers encouragement to the logician concerned with
matters down below. Logic, we say, is intrinsically abductive. It is a theory
of how logical agents behave. Some aspects of that behaviour are attended
by consciousness and are open to propositional representation and the disci-
pline of rules. In other respects, the agent is a stranger to his own cognitive
endeavours. He has no more access to the operations of his subconscious
structures than his next-door neighbour or the cognitive psychologist down
the street. The encouragement offered the logician of matters down below
is in strictness offered not so much by the converse of the Heuristic Fallacy
but rather a variation of it, according to which it is a fallacy to suppose
that the mechanisms at work down below are nothing but the devices that
constitute the cognitive agent’s bag of heuristic aids. If it is supposed that
only what is propositionally representable and consciously accessible is sub-
ject for a logician’s theory, then all else that facilitates cognition would find
itself relegated to the category of heuristics. But the supposition in question
is unreasonable. It suggests uncritical affection for propositional structures
and over-ready susceptibility to the Can Do Principle.

Logic is a theoretical description of a logical agent. We may take it
as given that in his various undertakings, the cognitive agent sometimes
operates consciously and propositionally, and sometimes not. We may also
take it that in its various undertakings, cognitive agency sometimes involves
the manipulation of propositional relations — or at least is constrained by
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them; that sometimes it involves what Harman calls changes in view; and
that sometimes it involves reacting to proposals in argumentatively appro-
priate ways. All in, the cognitive agent operates at two levels, conscious
and tacit, and engages or is influenced by truth conditions on propositional
structures, state conditions on belief structures, and sets of rules defined
for various argumentative structures. The story of the cognitive agent will
vary with the propositional relations he is contextually placed — and able
— to take into account, with cognitive inducements to change his mind or
to think in some sort of different way, and with dialectical provocations to
deploy various strategies of argument. If our agent is an individual, he will
face these various conditions and incitements with scarce resources, implicit
in which are limits on what counts as smart, or rational even. If the agent is
a theoretical agent, then its command of problem-solving resources enlarges
in ways that match the degree to which the agency qualifies as theoretical,
and criteria of success and failure change accordingly.

3.2.5 Rules Redux

The logic of an individual’s cognitive agency is an account of various prac-
tices — for example, the processing, storing and analysis of information, and
drawing inferences therefrom. Since these are practices which cut across the
distinction between conscious and unconscious processes, they are taken as
flowing from capacities an agent possesses either tacitly or expressly or in
combination. Three things are involved in the execution of these capaci-
ties. One is the agent’s manipulation of truth conditions on propositional
structures; another is the deployment of and reaction to rules for making
and for evaluating arguments — rules attending the agent’s case-making
proclivities; and the third is responsiveness to the causal inducements at
play in the fixation of belief and the further aspects of changes in view.
Since this trio of capacities cuts across the divide between the tacit and
express, they will play with differential force depending on the particular
theatre of operation. So, for example, an individual may have a change of
mind in one of two ways, and at either of two levels. His new state of mind
may be something his psychobiological conditions — his state conditions
— put him in; or he may have changed his own mind in consequence of a
case-making encounter with an interlocutor (and it is necessary to note that
ultimately this present ‘or’ is not that of exclusive alternation). It may be
a likelier thing than not that changes of the first sort are more frequently
tacit than changes of the second, but there is no question here of perfect
concurrence. Whether his mind was changed for him or he changed his own
mind, recognition of propositional properties (e.g., consequence or consis-
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tency) may have been in play; but it is not invariable that this is so, and
here, too, such recognitions can be tacit as well as express.

Notwithstanding the critical differences between and among truth condi-
tions, rules and state conditions, the rules approach is an entrenched habit
among logicians. It is one thing to rail against bad habits. It is another,
and better, thing to try to make them not matter, that is, to accommodate
them in ways that minimize their sting. We may take it, then, that the
postulation of rules and the attribution of rules-behaviour to logical agents
is something to tolerate when the following condition is met.

It is reasonable to attribute to the agent in question the where-
withal (possibly tacit) to be situated as if he had consciously
followed the ‘rule’ in question.

When this condition is met, we are free to attribute to real-life individuals
what might be called virtual rules. In the spirit of the first condition, we
might attribute to an agent conformity to the rule, ‘Be relevant’, when it
is reasonable to suppose that the agent has resources, whatever they are,
which place him in a situation that he would have been in, or that closely
approximate to such a situation, had he had the means to follow the rule
literally and had he done so in fact. The second condition secures a purchase
in, e.g., the conjecture that since real-life individuals tend to transact their
quotidian affairs in timely ways, such agents possess the wherewithal to
evade or otherwise discount masses of information irrelevant to the task at
hand. Thus ‘Be relevant’ could be a rule which the logical theorist sees fit
to impose as a rational norm on the cognitive effort of real-life individuals
without it being the case that, except in the attenuated sense presently in
view, there is any reason to postulate that any agent’s irrelevance evading
behaviour is the result of following the rule to be relevant. Rule-talk in
logic, therefore, is largely a facon de parler. Once the fagon is properly
understood, there is no harm in the parler, for most of the rules cited by a
logician — even a nouvelle vague logician — are virtual rules.

3.2.6 Logics for Down Below

In the past pages we have flirted with the idea that a PLCS might extend or
have an adaptable component that extends to cognitive processes that are
pre-linguistic and subconscious. Some people will simply abhor the idea,
needless to say. We ourselves are not so sure. For consider the following
cases.
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Connectionist Logic

There is a large literature — if not a large consensus — on various aspects
of subconscious, pre-linguistic cognition. If there is anything odd about our
approach, it can only be the proposal to include such matters in the ambit of
logic. Most, if not all, of what people don’t like about so liberal a conception
of logic is already present in the standard objections to psychologism, which
we have already discussed. Strictly speaking, there is room for the view that,
while psychologism is not intrinsically hostile to logic, psychologism about
the unconscious and the pre-linguistic simply stretches logic further than it
can go, and should therefore be resisted.

This is an admonition that we respect but do not intend to honour. In
this we draw encouragement from work by Churchland and others ([Church-
land, 1989] and [1995]) on subconscious abductive processes. As Church-
land observes, ‘... one understands at a glance why one end of the kitchen
is filled with smoke: the toast is burning!’ [1989, p. 199]. Churchland
proposes that in matters of perceptional understanding, we possess ‘... an
organized library of internal representations of various perceptual situations,
situations to which prototypical behaviours are the computed output of the
well-trained network’ [1989, p. 207]. Like Peirce [1931-1958, p. 5.181],
Churchland sees perception as a limit of explanation, and he suggests that
all types of explanation can be modelled as prototype activation by way
of ‘... vector coding and vector-to-vector transformation” rather than lin-
guistic representation and standardly logical reasoning. On this approach
the knowledge that comes from experience is modelled in the patterning of
weights in the subject’s neural network, where it is seen as a disposition of
the system to assume various activation configurations in the face of various
inputs. Thus, as Robert Burton nicely puts it, Churchland is drawn to the
view that “inference to the best explanation is simply activation of the most
appropriate available prototype vector’ [Burton, 1999, p. 261].

The suggestion that abduction has (or has in part) a connectionist logic
is attractive in two particular ways. One is that, unlike every other logic
of explanation, connectionist explanation has a stab at being psychologi-
cally real. The other, relatedly, is that a connectionist logic is no enemy
of the subconscious and pre-linguistic sectors of cognitive practice. It is no
panacea, either. (See the section just above.) There is nothing in the con-
nectionist’s prototype-library that solves the problem of the deployment of
wholly new hypotheses, as in the case of Planck’s postulation of quanta. On
the other hand, the same is true of computer systems such as PI [Thagard,
1988], which mimic simple, existential, rule-forming and analogical genres
of abduction. (See here [Burton, 1999, p. 264].) We return to systems such
as PI in chapter 5 below.
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Beyond that, we should not want to say that serial processing requires
consciousness:

Thoughts high in consciousness often seem serial, probably be-
cause they are associated with language, but at other times con-
sciousness seems parallel, as when we attend to the visual scene
before us. So the distinction between parallel and serial process-
ing does not seem to map well onto the distinction between the
conscious and the unconscious. [Shiffrin, 1997, p. 62].

RWR Models

Another possibility is the RWR (representation without rules) approach to
cognitive modelling. On this approach cognitive systems employ represen-
tational structures that admit of semantic interpretation, and yet there are
no representation-level rules that govern the processing of these seman-
tically interpretable representations [Horgan and Tienson, 1988; Horgan
and Tienson, 1989; Horgan and Tienson, 1990; Horgan and Tienson, 1992;
Horgan and Tienson, 1996; Horgan and Tienson, 1999b; Horgan and Tien-
son, 1999a). Critics of RWR argue that it can’t hold of connectionist systems
[Aizawa, 1994; Aizawa, 2000]. Since we want to leave it open that some at
least of the cognitive processing of practical agents occurs ‘down below’, it
matters whether this criterion is justified. We think not, although we lack
the space to lay out our reservations completely. The nub of our answer to
critics of the RWR approach is as follows.

1. Critics such as Aizawa point out that connectionist nets
are describable by programmable representation level rules.
They conclude from this that connectionist nets execute
these rules. [Aizawa, 1994, p. 468]

2. We accept that connectionist nets are describable by pro-
grammable representation-level rules. But we don’t accept
that it follows from this that connectionist nets should be
seen as executing such rules.

There is an apt analogy from Marcello Guarini:

The orbits of the planets are rule describable, but the planets
do not make use of or consult rules in determining how they will
move. In other words, planetary motion may conform to rules
even if no rules are erecuted by the planets.

[Guarini, 2001, p. 291]
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A full development of this defence can be found in this same work [Guarini,
2001].

What, we were wondering, could a virtual logic be? We propose that a
reasonable candidate is the requisite description of a cognitive system seen
as a connectionist net that satisfies the condition of the RWR approach. It
could be a logic of semantic processing without rules.

Questions about Representationalism

Here would be a good place to raise a question about representationalism
as such. For a long time, ‘the dominant position in cognitive science was
not merely that the concept of representation might often play an important
part in good scientific explanation of intelligent behaviour, but that explana-
tory strategies which appealed to representations offered our only hope for
a scientific understanding of such behaviour.” [Wheeler, 2001, 211}; see also
[Sterelny, 1990]. However, as Wheeler and others® have recently proposed,
this dominant idea lies open to question. In the interests of space, we shall
confine our remarks to a line of criticism developed in [Wheeler, 2001].

Part of what makes representationalism so interesting is that it is a
claim about the central nervous system in beings like us. It proposes that
neural structures play a distinctive role in explaining intelligent behaviour
and that part of that distinctive role is discharged representationally. If,
then, something is to be found wanting in this picture as it relates to its
representational presumptions, it must consist in some difficulty with the
view that wherever there is intelligent behaviour going on, there must be
some representation going on in strictly neural terms.

The key test for representationalism is on-line intelligent behaviour, i.e.,
‘the sort of behaviour that reveals itself as a suite of fluid and flexible
real-time adaptive responses to ongoing sensory stimuli.’” [Wheeler, 2001,
213}. Off-line intelligence, on the other hand, is embodied in tasks such as
wondering whether to have soup for lunch or reflecting on the advantages
of daily exercise.

Here is a standard example of the orthodox representational approach
as developed in Al. Consider a robot whose task it is to navigate around
obstacles in getting to a light source. Given sensory inputs from a video
camera, the robot executes perceptual inferences that enable it to build an
internal model of the external environment. By consulting the model the
robot is able to distinguish and coordinate between light source and obstacle,

3E.g., [Shannon, 1993; Thelen and Smith, 1993; Globus, 1992; Hendriks-Jansen, 1996;
Wheeler, 1994; Beer, 1995; Brooks, 1991; Webb, 1994]. The span of these works is
significant; they range over cognitive psychology, developmental psychology, neuroscience,
cognitive philosophy and robotics.
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and plan accordingly, encoding the route to a satisfactory outcome as a set
of movement instructions. We see in this example that ‘the bona fide well-
springs of intelligence are fundamentally neural (e.g., inner mechanisms of
inference, discrimination, estimation and route-planning)’. [Wheeler, 2001,
214]. Furthermore,

within this heavily neuro-centric picture, representations are
conceived as essentially context-dependent, stored descriptions
of the environment, built during perception and then later ac-
cessed and manipulated by cognitively downstream reasoning al-
gorithms that decide on the best thing to do, in order to achieve
certain current goals. [Wheeler, 2001, 214]

Recent work in behaviour-based robotics (e.g., {Brooks, 1991]) and evo-
lutionary robotics (e.g., [Husbands and Meyer, 1998]) has had some success
in constructing control systems of a sort whose success casts doubt on repre-
sentational presumptions. Such systems are especially good in dealing with
a phenomenon that Wheeler and Clark {1999] call ‘causal spread’.

Causal Spread

Causal spread obtains when some phenomenon of interest turns

out to depend, in unexpected ways, upon causal factors external

to the system previously/intuitively thought responsible.
[Wheeler, 2001, 216]

In the standard representational approach, what makes a robot behave clev-
erly in the presence of such factors are interactions between neurally sited
representations and computational events. However, on the evolutionary
approach, this robotic cleverness — its adaptive richness and flexibility —
flows not only from its neurological wherewithal but also from features built
into the robot’s body and to aspects of the robot’s environment. In this
newer picture the notion of representations as descriptions of the environ-
ment is replaced with the idea of extra-neural ‘context-dependent codings
for action’ [Wheeler, 2001, 218]. For this to matter, it must be true that
part of the explanation of the ‘adaptive richness and complexity’ of the
robot’s behaviour not be supplied by the functioning of its nervous system,
but rather by appeal to various of its non-neural capabilities; and the point
about causal spread is that, in dealing with it, the robot is able to code up
for action in ways that do not involve the creation of an inner model of the
external environment. These later Wheeler sees as part of the normal eco-
logical backdrop of representational states and processes, which is not itself
representational [Wheeler, 2001, 219].
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Wheeler considers conditions under which it might be argued that the
coding for action that it seems appropriate to attribute to a representa-
tion system’s normal ecological backdrop can, after all, be attributed to
the system’s representational functions. Such might plausibly be supposed,
Wheeler allows, provided that representational structures are both arbitrary
and homuncular. A representation system is arbitrary when its representa-
tion functions turn not on any particular non-information properties of the
system, but rather in the ways in which such components are organized and
used. Right use, in turn, requires a homuncular mode of organization, typi-
cally a hierarchical arrangement of task-specific communicating subsystems,
whose collective contribution constitutes performance of the main business
of the overall system itself.

There is reason to think, however, that there are conditions in which
a system behaves intelligently and yet the homuncularity assumption fails.
As standardly understood in the literature, a homuncular system is a kind
of modular system. If homuncularism is true of beings like us when engaged
in intelligent behaviour, then it must also be true that our neural activity
embodies a recognizable neural modularity that involves the intercommu-
nication of (at least somewhat) hierarchically organized modules.? But, as
Wheeler observes, there are conditions under which intelligent behaviour
belies these assumptions.

Continuous Reciprocal Causation

Typical of a modular system is what Wimsatt [1986] calls an aggregate
system. An aggregate system is one in which various parts are identifiable
by their explanatory function independently of taking note of the other
parts, and non-trivial cases of system-wide behaviour can be explained by
reference to the operation of comparatively few parts. Consider now what
Clark [1997] calls continuous reciprocal causation.

This is causation that involves multiple simultaneous interac-
tions and complex dynamic feedback loops, such that (i) the
causal contributions of each component in the system partially
determines, and is partially determined by, the causal contri-
butions of large numbers of other components in the system,
and, moreover, (ii) those contributions may change radically over
time.

[Wheeler, 2001, 224] (emphases added)

Faced with causation of this character, a system’s aggregativity begins to
break down. In such circumstances, the system’s behaviour is more and

4Not everyone would see it this way; e.g., those who endorse a non-reductive super-
venience of the intentional on the neural.
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more irreducibly holistic or higher-level. To the extent that this is so, the
modularity assumption is compromised, and with it the view that the system
in question is homuncular.

The standard view that intelligent behaviour requires a thoroughgoing
representationalism is challenged by the existence of causal spread. This
challenge would be met if it could be shown that systems for intelligent
behaviour were both arbitrary and homuncular and that the capacity for
the appropriate exploitation of informational organization, required by the
assumption of arbitrariness, is not itself supplied by the system’s homuncu-
larity. There is no homuncularity without modularity, and if modularity is
typified by aggregate systems, then there is reason to suppose that in the
presence of continuous reciprocal causation, intelligent systems cannot be
aggregative; hence are not modular in ways that aggregate systems typify;
hence cannot easily be seen as homuncular; hence cannot easily be seen as
having the wherewithal for appropriateness of response to the information-
organization arrangements required by the arbitrariness assumption. So it
would appear that representationalism’s defence against the phenomenon
of causal spread does not succeed and, finally, that it cannot be said, with
confidence at least, that on-line intelligent behaviour (the production of
fluid and adaptable responses to ongoing sensory input) must or should be
explained by appeal to neurally located representations.

An Example from Decision Theory

According to classical decision theory, to the extent that he is rational an
agent will decide for courses of action that have the highest subjective ex-
pected utility (Raiffa [1968]). Such decisions are said to satisfy Bayes’ De-
cision Rule. Solutions of decision problems can be represented as decision
trees. A decision tree is a mathematically describable structure in which
an agent’s subjective probabilities and his utility functions are computed
in ways that produce his subjective utilities averaged over various possi-
ble outcomes of alternative actions. This methodology is laid out in every
textbook on the subject and will not detain us here.

A decision tree can be said to be bushy (Cooper [2001]) when it exhibits
a high degree of complexity. This is the complexity concomitant with large
numbers of decisive situations flowing from the branches of a decision tree,
of which, in turn, the branches may also be bushy. As Cooper points out,

there is no limit to how many variations a complex decision sit-
uation might have, and the variations need not be trivial . .. It is
mathematically obvious that when a great many mutually exclu-
sive outcomes of a chance event are possible, with probabilities
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summing to one, most of these probabilities must be extremely
small. [Cooper, 2001, pp. 54-55)

Bushy problems, as we may now call them, require that the decisional agent
not merely hit upon the same expected subjective utility as would be de-
termined by an explicitly constructed decision tree. Rather the decisional
agent must become his own decision theorist and do something that is sim-
ilar to expressly constructing the requisite tree. Another way of saying this
is that bushy problems require the deciding agent to do something fairly
describable as similar to making an explicit decision theoretic analysis of
his own decisional situation. As Cooper sees it,

Of course, the organism’s processing needed to accomplish all
this might not proceed in ways exactly analogous to [the pro-
duction of right-to-left computational tree algorithms]. No one
supposes that an organism will literally draw trees in its brain.
It has only to execute some black-box approximations of that,
with the processing giving rise to behaviour that looks as if a
tree analysis had taken place. It isn’t even clear that it must
depend on the same general distinctions between choices, events,
probabilities, consequences, and so on. The process need only
result in behaviour that is so interpretable to us as analysts ac-
customed to these concepts. [Cooper, 2001, p. 58]

Let us reprise. Bushy problems can’t be solved by just any process that
produces the same answer as a decision tree. While the real-life practical
agent needn’t actually construct the very edifice that the mathematics of
decision theory does construct, he must do something approximating to it.
While he must do something that approximates to the construction of a
decision tree, it is not required that he even have the concepts necessary
for knowing what a decision tree is. And although he needn’t be able to
conceptualize a decision tree, whatever the practical agent does do in that
black box of his, it must be interpretable by those who do have the concept
of a decision tree as the construction of a decision tree.

The decision theory of ‘down below’ might now be identified with the
task of determining whether, and upon what basis, what goes on in the
decider’s black box is interpretable as approximating to the construction
of a decision tree. Making this determination depends on whether we are
able to say, and upon what basis, that the agent’s decisional behaviour is
construable as if such a tree had been constructed. This much seems clear:
that classical decision theorists take the view that whenever a practical
agent takes a decision that comports (or comes close to comporting) with the
winning answer produced by the requisite decision tree, then there exists a
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mathematical structure MS described by that tree, and further that the tree
description of MS invokes concepts (choices, events, probabilities, utilities,
consequences, etc.) which according to the decision theorist are necessary
for an adequate conceptual analysis of decision. This, too, is the view of
the present authors.

The existence of MS gives rise to two possible inferences, one strong and
one weak. The strong inference is that MS fits the circumstances of actual
decision-making. The weak inference is that those actual circumstances can
be interpreted as if MS fits them. (We note in passing that though they
are exclusive, Cooper runs both inferences). The decision theory of down
below tries to sort out which if either of these two inferences to draw. We
ourselves are of the view that nothing stronger than the weak inference is
plausible, and that even in its weak form, it may be too strong for its own
good.

This suggests a third possibility, both for the decision theorist and the
logician. Grant that for every more or less correctly taken decision of a
practical agent, there exists an MS. Similarly, grant that for every success-
fully made logical operation by an actual agent there also exists an LS, i.e.,
a logical structure describable in some requisite logical theory in a language
that invokes concepts (e.g., consequence, consistency, revision, plausibility,
and so on) necessary for an adequate conceptual analysis of the kind of
reasoning in question. Now the third option says, in effect, that not even
the weak inference should be drawn, but rather that the task of determin-
ing whether to draw it (or some other) should be sent over to the research
programme of cognitive psychology. Thus the logician’s contribution or the
decision theorist’s contribution is to construct the requisite structure, MS
and LS. A further contribution is whenever possible to provide reasons (such
as complexity-overload) that count against at least the strong inference. The
psychologist’s contribution is, whether by experiment or abduction, to get
inside the reasoner’s black box to search out further details of the fit or lack
of it with MS and LS.



Chapter 4

Formal Pragmatics

The topic of relevance has suffered much from those who have
taken a part of the topic as the whole.

[Cohen, 1994, p. 171]

4.1 Pragmatics

In his Williamn James Lectures at Harvard in 1967, Paul Grice sketched a
theory of conversation and forwarded some celebrated advice:

Under the category of RELATION I place a single maxim, namely,
‘Be relevant’. Though the maxim is terse, its formulation con-
ceals a number of problems that exercise me a good deal ... 1
find the treatment of such [problems] exceedingly difficult, and
I hope to revert to it in later work. [Grice, 1991, p. 308]

Regrettably, he wasn’t able to do so before his death in 1988.!

What is it, then, that Grice bids us to be? If we were to consult virtually
any library of works in philosophy or the social sciences, arbitrary selection
would produce a volume which, page after page after page, employed the
idioms of relevance in its critical and descriptive passages. Yet consult its
index and we would be surprised to find a listing for ‘relevance’. In the
eight volumes of The Encyclopedia of Philosophy there is no entry for rele-
vance, and it is given desultory recognition in the index only twice.? Nor,

L Although there is a huge Gricean literature; e.g., [Atlas, 1989; Horn, 1989; Hirshberg,
1991] and [Levinson, 2001].

2Richard Taylor [1967, vol. 2, p. 60] speaks of relevant similarity in the analysis of
causality. He cites ‘the great difficulty of defining “relevance” in this context without
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apart from relevance logic, do we find entries in The Ozford Dictionary of
Philosophy [Blackburn, 1994], The Ozford Companion to Philosophy [Hon-
derich, 1995|, The Cambridge Dictionary of Philosophy [Audi, 1999] and
the Routledge Concise Encyclopedia of Philosophy [2002]. An exception is
the Penguin Dictionary of Philosophy [Mautner, 1999), which has entries
for ‘relevant’ as well as ‘relevance logic’.

The logical canon has recorded some impressive accomplishments these
past two millennia. Some things have done better than others. Validity has
prospered. Inductive strength can claim some lesser, though substantial,
achievements. Implication has made strides that inference cannot pretend
to match. In comparison, relevance has not done very well.

Theories that have most interested logicians have been those in which
relevance is a kind of logical relation,* anyhow a relation defined over propo-
sitions or proposition-sets. This correlation is a clear reflection in turn of
what these theorists take a logic to be. In some accounts, relevance is a
semantic relation [Govier, 1988a, pp. 122-23], affecting truth or falsehood;
in others, it is a probabilistic relation ([Johnson and Blair, 1983, 15-16};
[Bowles, 1990, pp. 65-78]), affecting likelihood; in still others, relevance is
a condition on implication, and so is a matter of topical overlap [Walton,
1982, p. 83, and [Epstein, 1979, pp. 137-173]) or the sharing of proposi-
tional variables [Anderson and Belnap, 1975] or the full use of hypotheses
in a proof [Anderson and Belnap, 1975].

Given our own propensity to see logic as a pragmatic theory of cognitive
agency, it will come as no surprise that we take the propositional approach
to relevance to be too narrowly focused for our needs. Apart from that, the
intuitive idea of relevance as primarily a propositional relation seems not,
in detail, to have attracted much consensus among like-minded theorists.

spoiling the whole analysis’. And A.N. Prior [1967, vol. 5, p. 6] makes glancing mention
of early work on relevant logic. ‘Relevance’ is not the only shrinking violet, of course.
See, for example [Toulmin, 1972, p. 8]: ‘The term concept is one that everybody uses
and nobody explains—still less defines’. (An exception is [McGinn, 1989; McGinn, 1999])
[Putnam, 1988, p. 1]: ‘Yet few [thinkers| ever say what the word [=intentionality, in this
case] means ... [[Jt has become a chapter-heading word: a word which stands for a
whole range of topics and issues rather than for one subject’; and [Dretske, 1981, p. ix]:
‘A surprising number of books, and this includes textbooks, have the word information
in their title without bothering to include it in their index’.

3The present state of relevance theory puts us in mind of Hamblin’s 1970 cri de coeur
about the fallacies. ‘The truth is that nobody, these days, is particularly satisfied with
this corner of logic ... We have no theory of fallacy at all.... In some respects. .. we are
in the position of medieval logicians before the 12th century: we have lost the doctrine
of fallacy, and we need to rediscover it.” Even so, relevance is different. There never was
a ‘doctrine of relevance’ to lose. See [Hamblin, 1970, p. 11].

4A ‘timeless quasi-logical relation’, according to Cohen. See [Cohen, 1989, p. 150; cf.
11-12].
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Perhaps, as Isaiah Berlin has it, ¢ “relevance” is not a precise logical cate-
gory ... the word is used to convey an essentially vague idea’ [Berlin, 1939,
p. 21]. In any event, semantic, probabilistic and topical theories abound
in construals that are both half-baked and excessive. Commonly relevance
is only partially defined (either as a merely sufficient condition of some-
thing or a merely necessary condition of something) — thus the problem
of half-bakedness;® and often a theoretical reconstruction produces embar-
rassing consequences, such as that everything is relevant to everything or
that nothing is relevant to anything—thus the charge of excessiveness.

Some logical accounts do better than others. One of the most interesting
of these represents relevance as conditional probability constrained in ways
to avert counterexamples [Schlesinger, 1986, pp. 57-67], and [Bowles, 1990,
pp. 65-78]. Hardly half-baked or excessive, such treatments, even so, fall
into the camp of the attractive but troubled.

I do not want to say that [my explication] is fully adequate; in
fact it is quite obvious that it needs to be qualified in a number
of ways, for as it stands it is subject to objections.

[Schlesinger, 1986, p. 66]

The received ideas about relevance reflect a twofold pre-supposition:
that relevance is a semantico-probabilistic relation, and that relevance is
dyadic. It might be thought that the two traits are linked. For take any
purported semantic relation beyond the two-place, and there is some chance
that you will have recast it pragmatically, finding at place three a role for
speakers or purveyors and takers-in of information. The generally bad his-
tory of relevance as a two-place semantic (or probabilistic) relation suggests
that we might do better to cast our nets more widely, to the third place at
least, and that in doing so we position relevance for pragmatic attention.®

5Half-bakedness is not by any means confined to semantic and probabilistic accounts.
For an example from conversation analysis, Jacobs and Jackson distinguish informational
from pragmatic relevance. It is not clear whether ‘having a bearing on deciding on the
acceptability of a proposition’ is intended as giving a necessary and sufficient condition
for informational relevance (circularity aside), but it does seem apparent that pragmatic
relevance is, at best, attended by sufficient conditions only. See [Jacobs and Jackson,
1992, 161-172; 162 passim]. A clearer case is afforded by the pragma-dialectical treatment
of van Eemeren and Grootendorst. They offer ‘a general definition of relevance: An
element of discourse is relevant to another element of discourse if an interactional relation
can be envisaged between these elements that is functional in the light of a certain
objective’. Here again we have sufficiency only. See [van Eemeren and Grootendorst,
1992, 141-159; 141].

SWe should not, however, take the suggestion too inflexibly. William Lycan has a
truth predicate that is pentadic, but which assigns no express role to language-users or
processors of information [Lycan, 1984, chapter 3).
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‘Pragmatic’ is also something of a chapter-heading word. According
to the coiner of the term pragmatics is the study of ‘the biotic aspects
of semiosis, that is, ... [of] all the psychological, biological and sociological
phenomena which occur in the functioning of signs.”” Some writers are chary
of so untidy and heterogeneous a domain for pragmatics. They propose
something more circumscribed:

Pragmatics will have as its domain speakers’ communicative in-
tentions, the users of language that require such intentions, and
the strategies that hearers employ to determine what these in-
tentions and acts are, so that they can understand what the
speaker intends to communicate.®

We shall propose something broader. Pragmatics is a psychologically
realizable theory of certain kinds of informational competence. It is the
kind of competence that we associate with operation of cognitive systems.
We propose this in the spirit of [Sperber and Wilson, 1986], which has
rightly been said to be ‘the first account of pragmatics which is grounded
in psychology’ [Carston, 1987, 713]. In the broadest possible way, the kinds
of information-processing that we have it in mind to consider covers all
aspects of what we we are calling cognitive agency. Since we take this to
include the firing of devices at subconscious and pre-linguistic levels, we
must propose that our notion of pragmatics be understood accordingly. On
our view, pragmatics also includes but cannot be restricted to a speaker’s
intentions. And since we shall be taking a pragmatics approach to relevance,
the same latitude needs to be accorded to relevance. Accordingly, we shall
say relevance can be in play in an agent’s cognitive life independently of his
intentions and without his awareness.

In this, we find ourselves in sympathy with Diane Blakemore:

The fact that some aspects of linguistic form do not contribute
to the truth-conditional content of utterances is frequently ac-
knowledged but very rarely explained. This is not, perhaps,
surprising, given the range of expressions and constructions that
convey nontruth-conditional meaning and the variety of effects
to which they give rise. Moreover, until very recently one could
camouflage the lack of progress by designating all such phenom-
ena as ‘pragmatic’, the assumption being that someone would
eventually provide a pragmatic theory. [Blakemore, 1987, 712]

7See ‘Foundations of the Theory of Signs’, in [Morris, 1971, pp. 17-74; p. 43]. Cf., ...
pragmatics, ... as Bar-Hillel once said, functions as the waste paper basket of linguistics,
a place where recalcitrant phenomena can be deposited after they have been declared
irrelevant.” Quoted from [Gamut, 1991, p. 196].

8[Davis, 1991, Introduction, p.11].
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It is Richard Montague’s view that pragmatics is a branch of mathe-
matics [Thomason, 1974, p. 2]. We mention this only to say that it is not
pragmatics in our sense. Pragmatics is a psychologically realizable theory of
a certain kind of informational competence. Boldly stated, it is the ability
to process or to react to information in ways that give rise to successful com-
munication or reasoning. As such it stands somewhere between a theory of
interpretation of the communicational intentions of speakers and the wide-
open spaces encompassed by Morris’ latitudinarian conception. Whatever
the details of its mandate, pragmatics will include a theory of inference,
that is, a theory of belief-adjustment under certain constraints, or of what
Harman calls changes in view [Harman, 1986]. This may seem an odd in-
clusion, perplexing to those for whom it is a settled question that logic is
at least a large part of the theory of inference. Our own view is that the
theory of inference is indeed a large part of logic, but that this is nothing
to be startled about. For we also think that, in its fullest sense, logic is also
pragmatic. (See the preceding chapter.)

We do not venture lightly into the pragmatics of relevance. We are
mindful of those who say that ‘no attempt to apply semantic theory to
this notion has been successful enough to provide a model that would be
usable in pragmatics’ [Thomason, 1990]. And yet we are also aware that left
to its own devices, ‘current accounts of conversational interaction depend
crucially upon the undefined notion of “relevance”.’ {Werth, 1981, p. 30]
(emphasis added).

In the chapter to follow, relevance appears as a two-place semantic or
probabilistic relation. So taken, it doesn’t fare especially well, as we shall
see. That chapter tells a cautionary tale. It cautions against the deployment
of analytical lexicons which may prove too coarse-grained for relevance.
The principle task is motivational rather than demonstrative. There is no
thought of proving that semantico-probabilistic accounts are an intrinsic
failure for relevance, only that many are in fact. Thus, again, the rhetorical
motifs of excessiveness and half-bakedness. The burden of the chapter, as
we say, is motivational. It furnishes the occasion to look elsewhere for an
account of relevance, in an analytical lexicon admitting conceptual nuances
that the more austere propositional vocabularies ignore or suppress.

Chapter 6 is reserved for consideration of some important issues raised by
Sperber and Wilson in their book, Relevance [Sperber and Wilson, 1986]. In
certain ways, Relevance is the best thing produced to date, and in certain
respects it will be difficult to improve upon it (which is not to overlook
some stern and effective critics; e.g., {Levinson, 1989]). This book bears
the ambitious subtitle, Communication and Cognition; it promises a good
deal more than one would look for in an analysis or explication of the
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relevance relation. Some of what is said about those further things will be
of interest for the evolving argument on behalf of agenda relevance, which is
the principal business of this book to develop. For the most part, however,
we concentrate on their explication of the relevance relation itself.

The positive conceptual account of agenda relevance is the business of
chapters 7-10. We shall present a pragmatic treatment in which relevance
is a causal relation defined over triples (I,X,A) of information, cognitive
agents and agendas. Distinctions are tentatively invoked between de facto
and objective senses of relevance and, as a loose counterpart, between de-
scriptive and normative accounts, respectively, of the prior two. As we em-
ploy the notion, a descriptive theory includes an explication of the notion
of de facto relevance, followed by a psychological account which specifies
conditions under which de facto relevance actually obtains. And, initially
at least, a normative theory comprehends an explication of the notion of
objective relevance, followed by a normative theory specifying conditions
under which objective relevance actually or counterfactually obtains. The
idea of relevance as a causal relation has been put forward (and later aban-
doned) by Blair {1992, pp. 67-83; 68]. Relevance is defined for triples in
[Hitchcock, 1992, pp. 252 and 265], but Hitchcock and we specify our triples
differently, as we shall see in due course.

As a slack convenience, we sometimes describe what we are doing in
these pages as providing descriptive and normative accounts of relevance.
It is a convenience that borders on indulgence. If we bear in mind that the
descriptive theory comes in two parts — an explication or analysis of de
facto relevance and a psychological theory about it — then, as will become
clear as we proceed, our remarks are directed almost exclusively to the first,
or explicational, task. Our philosophical forbears might have spoken of this
as a prolegomenon.

As for a normative theory, it too would come in two parts — an expli-
cation of objective relevance, followed by a philosophical theory about it.
But we fear that we have little to say that lays even indulgent claim on the
name of normative theory. For one thing, we are not sure about how to pro-
ceed with the explication of objective relevance, This and other vexatious
matters are reserved for chapter 10. In chapters 11-15, we shall construct
some elementary formal models of results proposed in the prior seven. A
principal function of the formal models methodology is to find abstractions
that enable otherwise inapparent connections to be made, thus bringing to
the conceptual account a certain degree of finish. Whether it is also possi-
ble that formalization will stabilize the linked questions of objectivity and
normativity is something we shall take up as we proceed.
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The putative distinction between de facto and objective relevance may
strike the reader as a trifle odd. Wouldn’t something more obviously antony-
mous be a more natural choice? We have nothing against subjective rele-
vance. We might say that something is subjectively relevant for a person
when he thinks it is, or judges it to be, relevant for him. This is not, in any
case, the target of what we are calling a descriptive theory. A descriptive
theory is a theory about things that are in fact relevant for someone (Sarah,
say) independently of whether she knows this or entertains any views about
the matter. A normative theory has objective relevance as its target. Objec-
tive relevance is de facto relevance that obtains, actually or counterfactually,
in fulfillment of a condition. The condition answers roughly to the idea of
‘things happening as they should’. Here, too, something might be objec-
tively relevant for someone without one having the slightest idea that this is
so. The distinction we are after, and shall eventually get to, is a distinction
between what a descriptive and a normative theory of relevance are theories
of. ‘Subjective’ won’t deliver the goods for these.

The idioms of relevance bespeak a rather sprawling notion. Ambiguous,
vague and often redundant, ‘relevant’ is a conversational commonplace. The
magnitude of the sprawl may be standing and effective discouragement of
a theoretical treatment that answers to it all. In that respect ‘relevant’
is like ‘thing’. Relevance has an interesting etymology. It originates in
the mediaeval Latin relevantem, present participle of relévare: to raise (up;
against); to assist, to relieve. The Italian rilevento brings us closer to home:
of importance, worth, consequence. The Compact Edition of the Ozford
English Dictionary 1971, gives pride of place to bearing upon, connected with,
pertinent to (some matter at hand). These are surprisingly modern uses,
rare before 1800, and the prior uses, reflective of the etymology, relieving,
remedial are long since obsolete.

The lead-entry of the OFD is instructive. It presents us with a nice
little knot. Something is relevant when it is pertinent to some matter at
hand. ‘At hand’ suggests come contextually relevant matter. So something
is relevant when it is pertinent to some relevant matter, to some matter to
which it is pertinent. The circularity is unattractive. It suggests that we
drop ‘at hand’ or else reinterpret. Something is relevant to a matter when it
is pertinent to it; or something is relevant when there is some contextually
specified matter to which it is pertinent. ‘At hand’ now suggests ‘at hand
for someone or something’, and that would seem to make of relevance a
three-place relation. Something is relevant for someone or something with
regard to a matter at hand.

Something of the sprawl of ‘relevance’ is indicated by the generosity of
its lexical affiliations. Something is relevant when it is pertinent, has to
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do with, has a bearing on, is important for, is involved with, is evidence
for, is on-topic, consequential, confirming, potentially falsifying, significant,
helpful (shades of the antique ‘remedial’), and interesting. Omne could go
on. Ambiguity and vagueness speak for themselves. Redundancy requires
a brief aside. We sometimes speak of ‘relevant evidence’ when ‘evidence’
alone would do. In a court of law evidence is relevant testimony, and relevant
testimony is what is admitted as evidence. In a similar vein, relevant factors
are hardly more than factors, relevant answers are replies that are answers,
and irrelevant considerations aren’t considerations after all. Issues that
pertain relevantly are issues that pertain, and having a relevant bearing on
something is having a bearing on it. Having a more relevant bearing on
something is having more of a bearing on it than others things that bear.

Redundancy, as we see, is an attractive device of emphasis and of lexical
relief and, often enough, occasion of a kind of discursive pomposity. The
relevance idiom is a lazy convenience, like that of ‘appropriate’ and ‘signif-
icant’. We issue promissory notes with them, routinely left unredeemed.

It is notable, in any event, that ‘relevance’ is a word whose currency
varies inversely with the availability of theories to account for it. To repeat
an earlier point, even in regimented, self-consciously scientific discourse, pick
any of your favourite volumes on cognitive science, artificial intelligence, or
argumentation theory. Although relevance is always relevant to these works,
its theoretical treatment is notable by its absence.® This is surprising on
the face of it. It would seem that relevance recognition and irrelevance
avoidance are two of our most primitive skills, essential to survival and
prosperity alike, and efficiently up and running well ahead of the mastery
of speech. And yet attempts to get at good theories of relevance have not
met with much success.

4.2 Theoretical Recalcitrance

Lexical sprawl, ambiguity, vagueness, redundancy; the primitiveness of rele-
vance detection skills; the bad record of theory. These facts may suggest
that relevance is not a theoretically tractable notion, that it is, so to speak,
analytically or conceptually primitive. As we will see, attempt upon attempt

9The list goes on. See, for example [Nisbett and Ross, 1980; Dretske, 1981;
Pylyshyn, 1984; Holland et al., 1986; Rumethart et al., 1986; Stillings et al., 1987;
Boden, 1987; Kanerva, 1987; Gabbay, 1994; Josephson and Josephson, 1994; Bran-
dom, 2000; Barringer et al, 1996; Glymour and Cooper, 1999; Stanovich, 1999;
Flach and Kakas, 2000; Walton and Krabbe, 1995; Von Eckard, 1993; Huhns and Singh,
editors, 1998; Rey, 1997, Antoniou, 1995; Thagard, 1992; Stein, 1996; Adler, 2002;
Grice, 2001].
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at theory lands us in triviality or vacuity. Some people propose that we
take as a serious possibility the conceptual primitiveness of relevance. As
Michael Scriven points out (following Frege, and before him Kant),'° truth
has done well as a primitive in Tarski semantics. (It is not a Tarskian
primitive, but let that pass.)!! Perhaps the bad record of relevance theory
suggests a degenerating research programme in the sense of Lakatos, except
that it seems not to have been preceded by anything like a robust research
programme, so to speak [Lakatos, 1970, pp. 91-96]. If so, this would
indicate well enough the recalcitrance of relevance. But recalcitrance is
one thing. Primitiveness is another thing altogether. If relevance theory is a
degenerating research programme it could not be on account of primitiveness
that this is so.!2

Why then introduce it? The answer is that a discussion of primitiveness
helps us set our targets. If relevance were primitive, that alone would not
make the case for theoretical recalcitrance. But it would matter in other
more constructive ways. Zero is primitive in Peano arithmetic. Here a
primitive notion is used to define a further one — natural numberhood in
arithmetic. The definition is recursive rather than lexical. It has also been
said that although undefined either recursively or lexically, zero is defined
implicitly, defined by its systematic contributions to theories which invoke it.
In another example, the concept of problem is primitive in computational
complexity theory (e.g., [Kolmogorov, 1965]). The problem of what it is
to be a problem has not yet attracted the attention of analytical theories.
Here, too, one searches in vain the indexes of works that deal with problems
and problem-solving for an entry for ‘problem.” Other examples are the
primitiveness of the concept of intention in the planning theory of [Allen et

10Tntervening at the Third International Symposium on Informal Logic, University of
Windsor, June 1989. We had thought of adding J. Anthony Blair to this list. Blair speaks
of ‘premissary relevance’, and ‘doubt(s] that such relevance can be analyzed — shown to
be derived from or reducible to other concepts...’ Even so, he quickly goes on to give a
provisional definition of it. See [Blair, 1992, pp. 204-205].

i1y some versions denotation is explicitly definable, in first-order arithmetic for ex-
ample, but let that pass. See [McGee, 1991, p. 69].

121n some respects, the present suggestion resembles one set out in {Fodor, 1983]. Fodor
there develops a tripartite account of cognition. At one level, cognition involves the oper-
ation of central processes, which Fodor characterizes as Quinean and isotropic. They are
Quinean because they cannot be atomically decomposed, and they are isotropic because
they receive no guidance from domain-specificity. Fodor takes it to follow from these
characteristics that general processes are slow and virtually impossible to understand.
Always good for a joke, Fodor proposes ‘Fodor’s First Law of the Nonexistence of Cog-
nitive Science’: the more a cognitive process has these characteristics the less it can be
understood. Such processes are also called global. Fodor’s Law implies that highly global
processes are not presently understood; ‘nor is there much hope that they ever will be’.
[Fodor, 1983, p. 107] and [Fodor, 1998] passim.
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al., 1991] and the concepts of time, period and meet in the interval-based
temporal logic of [Allen and Hayes, 1989)].

We see that terms are subject to different kinds of analytical working up.
Lexical definitions come by way of the specification of truth conditions that
license the substitution of a defining term for a defined term. Sometimes
it is said that substitutivity is sanctioned by lexical synonymy, as with
‘bachelor’ and ‘unmarried man’. We shall not say so here. We shall say
instead that lexical substitutions of term 7 for term 7* in a context C are
those sanctioned by an appropriate translation manual (here a dictionary,
approximately). A translation manual counts as appropriate when it fulfils
what could be called ‘Quine’s pragmatic test’. That is, appropriateness is
a matter of the extent to which a manual abets smoothness of linguistic
negotiation and general conversational fluency [Quine, 1990]. It is worth
noting that appropriateness here is an attribute of manuals. An appropriate
manual can sometimes sanction lexical substitutions that would not be likely
to abet the easy flow of conversation. Our manual tells us that ‘yclept’
substitutes for ‘known as’; but we wouldn’t want to say that police station
poster which read, ‘Wanted for bank robbery: Spike McGurk, yclept Mike
Jones’, would be an efficient communication for its target audience.

Lexical definitions are sometimes stipulative. They count as stipulative
in a language L just to the extent that no appropriate translation manual for
L sanctions the associated lexical substitution. In such cases, substitutivity
is underwritten, not by a translation manual that is up and running, but
by a theory. Sooner or later, some theories catch on in ways that influence
translation manuals; and stipulativeness then trails away.!?

Recursive definitions make use of truth conditions in a different way.
The formation rules for ‘sentence’ in first-order theories of quantification
recursively enumerate the sentences of quantification theory, but not in
a manner that permits lexical substitutivity. Contextual elimination is a
third case. Russell’s treatment of definite descriptions is a classical example.
Terms of the form "the ®7 prove to be incomplete symbols. For any sentence
in which such a term occurs there is, equivalently, another in which it doesn’t
and in which no term is substitutable for the definite description in the first.
Lexical substitutivity defers to sentential equivalence.

Lexical, recursive and contextual definitions all turn on the specification
of truth conditions necessary and sufficient for their definienda. These may
be thought of more broadly as biconditional definitions, and we shall speak
of them this way here.

Implicit definitions stand apart. They are not everyone’s cup of tea.
They fare best in theories that are the deductive closure of categorical ax-

13For more on stipulation, see [Woods, 2002b, Ch. 6).
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ioms — zero, again, in second-order Peano arithmetic, in which all models
are isomorphic. In less determinate environments, implicit definition is a
matter of degree. Partial definitions now, they do better with sufficiency
than with necessity. Even so, we don’t doubt the utility of implicit defi-
nitions. A theory implicitly defines a term to the extent that it fixes its
extension beyond the provisions for it already made by biconditional defi-
nitions (if any). Seen this way, theories containing biconditional definitions
of their target terms also routinely afford implicit definitions of them.

In these cases, implicit definitions convey information about target no-
tions that could not be derived from their biconditional definitions alone.
Some writers dislike this way of talking. They regret the absence of a sharp
distinction between the conceptual and the empirical, with which to con-
strain the reach of implicit definitions. Thus implicit definitions of a term 7
are the contributions of a purely conceptual kind, underivable from bicondi-
tional definitions alone if any, that a theory of 7-hood generates. For those
who are easy with a sharp divide between the conceptual and the empirical,
there is no harm in the constraint. We are not so minded, however. We
are content to let any theory worth its salt to count as a (partial) implicit
definition of its target concepts 7 exactly when it sanctions claims about
7-things underivable from biconditional definitions alone.

Implicit definitions are interesting. They help us get clear about prim-
itiveness. Suppose that a term occurs in the language of a theory T. If T
furnishes 7 with a biconditional definition then we will say that 7 is com-
plex in T'; alternatively, that T is explicitly definable in 7.4 When T itself
qualifies as an implicit definition of 7, and yet 7 is not, in our present sense,
complex, we will say that it is primitive in 7. Moreover, 7 is absolutely
primitive if and only if there exists no theory 7™ in which it is explicitly
definable. Primitiveness is not a natural kind. Whether a term is primitive
in a theory is a matter of the theorists’ decision to make it so. A rearrange-
ment of axiomatic arithmetic is possible in which zero comes out complex,
but it would not seem a ‘natural’ arrangement. Often, of course, a decision
for primitiveness is a matter of the theorist not being able to contrive a
complex role for it, a failure of the theorist’s imagination. The means are
now at hand to say something about explication. We reserve the name of
explication, and of analysis too, for any definition that makes an explicated
term complex in the theory that defines it. Thus T explicates 7 if for some
T’ C T not containing 7 and ¢ we have T' F Jx¢x and T + 7 = (1x)d(x).
U T ={(r =c)A3lx(z = c)}, then 7 is explicitly definable.

14Formally, 7 is complex iff there is a wff p(z) not containing 7 such that T+ Jlzp(x)
and, provided that t ¢ T', we define 7 = the = such that ¢(x), i.e., 7 = ((iz)p(x)). T is
primitive iff 7 is in the language and T F ¢(7) for some ¢, and T+ 3lz¢(z).
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Primitiveness calls to mind Russell’s notion of a minimum vocabulary.
M is a minimum vocabulary if and only if M is a set of expressions such
that no expression of M is definable in M. (Implicit definability is not at
issue here.) M is a minimum vocabulary for a theory T if and only if M
is a minimum vocabulary and every expression in 7’s vocabulary that is
not in M is definable in M.!®> A term 7 is primitive in a theory T just in
case T possesses a minimum vocabulary and 7 is a member of it. A term
7* is complex in a theory T just in case it does not occur in M and yet is
definable there, where M is a minimum vocabulary for T. Attempting an
explication of a complex term 7* involves finding a theoretical language in
which 7* is complex and in which the definition of it in some M is brought
off in a satisfactory way.

Recalcitrant terms are terms that have not won their way into the vo-
cabularies of decent theories. So, decisions on recalcitrance are a function
of what counts as decent. At times, theorists such as Quine are prepared to
recognize the complexity of a term such as ‘synonymous’, by way of identity
of meanings, but for them synonymy is recalcitrant. At other times syn-
onymy is seen as primitive, with meanings defined as its equivalence classes.
Either way, synonymy is held to be recalcitrant and, each time, it has noth-
ing essentially to do with primitiveness or complexity. Any theory admitting
synonymy is said to fail conditions on a good semantic theory. This may or
may not be so. Quine’s judgement on synonymy is for illustration only.

Judging for recalcitrance is just a way of judging for the unavailability
of decent theories. In the case of relevance, a finding of intractability would
require two things. One is the identification of theories whose working vo-
cabularies contain the word ‘relevant’. The other involves the specification
of conditions under which the theory qualifies as a good theory. So seen, it is
immediate that relevance is not recalcitrant. ‘Relevant’ occurs in the work-
ing vocabulary of relevant logic, various versions of which are sound and
complete and conform to the intuitions of lots of theorists. If it strikes us
as queer that the charge of recalcitrance should prove to have been so easily
stilled, it may be that our first requirement should be amended. Bearing in
mind that no theory is a theory of relevance just because ‘relevant’ occurs in
its working vocabulary (and so no one seriously thinks that relevant logic is
a theory of relevance), we might better say that ‘relevant’ is recalcitrant just
in case, for anything counting as a theory of relevance, adequacy conditions
will go unmet. By these lights, a positive finding is just a claim that there
is no such thing as a good theory of relevance. Recalcitrance makes the
claim; it does not explain it. In so saying, the intractabilist about relevance

15This leaves it open that a minimum vocabulary for a theory not be part of the
theory’s language.



4.2. Theoretical Recalcitrance 81

take on a burden assumed by the intractabilist about synonymy. Each must
independently show the impossibility of good theories. Quine and others
have made a stab at discharging the onus in regard to synonymy. Nobody,
so far, seems even to have acknowledged the onus — never mind discharged
it — in the case of relevance. We ourselves have no workable idea of how
to proceed with a claim to the effect that there could be no such thing as a
good theory of relevance. The onus is not ours in any event, and we shall
not trouble further with recalcitrance. That is, we shall not trouble with
it further until chapter 10 where we revive the issue by way of skeptical
remarks about objective relevance and about putatively normative theories
to account for it.

We have said that terms do not stand forth as candidates for recalci-
trance in the absence of independent reasons for thinking that they are or
are not susceptible of decent theories. There is, of course, an exception
to this. Our intuitions about the use of terms such as ‘true’ and ‘set’ are
inconsistent. The Liar paradox and the Russell paradox show them to be
so. This anyhow is the received wisdom.'® They are, thus, recalcitrant; and
finding them so does not await an independent verdict on whether there
could be decent theories about them. Of course, dialethic logicians aside,
there could not be good theories about them. But this is a finding implied
by recalcitrance, not independent of it. The conception of truth, or of set,
must change and with it the idea of what a good theory would be.

Theoretically recalcitrant terms should not, just as they stand, be dis-
missed. Their recalcitrance is not intrinsically inimical to their efficient and
indispensable use. Ziff once said, in effect, that ‘to’ in its first occurrence
in ‘I want to go to Istanbul’ is recalcitrant in any theory of meaning. But
he did not intend that such uses of ‘to’ should be expunged from English or
that grammar should take no notice of it [Ziff, 1960, pp. 42-43].

‘Relevance’ occurs conspicuously in the vocabularies of a great many the-
ories which don’t (or shouldn’t) call themselves theories of relevance. They
occur there primitively, as in Grice’s theory of conversation. In accounts
that qualify as theories of relevance, ‘relevant’ is often accorded complexity
of high grade, or at least the promise of it, for there are many accounts in
which biconditional definitions are ventured, though often enough they are
only half-provided. Let us say that, taken so, relevance is thought of as
biconditionally complex. Such theories have not flourished. This alone calls
into doubt assumptions of biconditional complexity. The question arises as
to whether it is possible to attribute biconditional complexity to relevance

16But for a heterodox approach to these matters, see [Woods, 2002b, Ch. 7], Slater
[2002] and Irvine [1992].
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in any theory that qualifies as interesting and deep. It is a matter of how
far we want to press the idea of necessary and sufficient conditions.

4.3 Analysis

Conceived as an effort to recognize the biconditional complexity of relevance,
a theory of relevance can expect to meet with a certain amount of skepticism.
There are those who think that no common sense term is definable by way
of necessary and sufficient conditions. It is certainly true that if we mean by
a biconditional definition of a common sense term 7 something that gives
its meaning(s) in the speech community S in which 7 occurs and that it
does this in a way that makes the extension of 7 effectively recognizable in
S, then there will be many fewer successful biconditional definitions than
we might have supposed. And if we mean by the explication or analysis of
a term that which is afforded by a biconditional definition of it in fulfilment
of these same two conditions, then there will be many fewer explications
or analyses than we might have supposed. It could be that nothing would
qualify as an explication or analysis of relevance in this sense.

Analyses of the sort in question we could dub ‘algorithmic’. Algorithmic
analyses are not easy to come by as a general rule. In standard first-order
theories in which quantification is monadic (only)!” an algorithmic analysis
of ‘valid argument form’ is possible. It is one for which there is no admissible
valuation on its atoms that simultaneously verifies the premisses and falsifies
the conclusion. Validity, as defined, is also decidable. Decidability is lost,
and algorithmic analysability too, once quantification ventures beyond the
monadic. Yet the definition of validity stays the same. It suggests that
analysability is an unrealistic ideal. For this reason, among others, we
do not have it in mind to produce an algorithmic analysis of relevance.
We are after an analysis of relevance which could be called ‘theoretical’.
Necessary and sufficient conditions are proposed as carving out a target
concept of relevance. The target concept is presumed to be reflected in a
range of uses of the word ‘relevant’ and cognates and antonyms of it by
speakers of English. It is not supposed that the target concept discloses
what those speakers mean when they speak in such ways, though neither
is it foreclosed that some do mean this on some occasions of speaking in
these ways. The concept in question is a set of truth conditions. Sentences
attributing relevance are thought to fulfil the conditions outright or after

17By a fragment of classical logic in which ‘quantification is monadic’ we mean either the
usual monadic predicate logic or the newly identified ‘guarded fragments’ of classical logic,
where each quantifier is guarded by an atomic predicate (e.g., "Vz(G(z) — ¥(z,y))7)-
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some paraphrasing. Necessary and sufficient conditions can be thought of
as specifying a sense of the world ‘relevant’.

Whether a proposed sense of the word is worth bothering with will de-
pend on two things. One is the interest that antecedently attaches to uses
of ‘relevant’ with respect to which that sense is specified. In particular, we
don’t propose that uses in which ‘relevant’ in redundant — as in ‘relevant
option’ — are interesting for an analysis of relevance. In fact, we should
expect that such uses will not be captured by any definition purporting to
give an analysis of relevance. It is common to try to protect one’s definition
against the counterexamples portended by recalcitrant uses, by invoking
the strategic device of ambiguation. Uses of ‘relevant’ that are redundant
in this way are not the same sense of ‘relevant’ as ours. In fact, they do
not constitute any sense of the word ‘relevant’. Ambiguation, here, is the
extremity of attaching the null sense to redundant uses of ‘relevant’. Am-
biguation should not be a strategy available just for the asking. There is
a semantic version of Occam’s Razor. It bids us not to postulate senses,
beyond necessity.’® It is hard to be specific about this. Presumably one
should not postulate senses that would disarm counterexamples that should
not be disarmed. But we have no general recipe for this.

Necessary and sufficient conditions are sometimes regretted on account
of fuzziness of the world. At best, people will say, the world approximates
to the satisfaction of necessary and sufficient conditions; and this makes
them not be necessary or sufficient. In this spirit, enthusiasm for truth
gives way to a reconciliation to truth-likeness and so on. We are not so
discouraged by fuzziness. We take it that some uses will fulfil outright the
truth conditions on relevance in the theoretically intended sense. If those
uses are interesting and if the analysis of the relevance concept that they
reflect proves theoretically fruitful in the sense just touched upon, we would
nevertheless expect that there would be interesting uses of ‘relevant’ that
do not satisfy the analysis and yet for which we would be loath to press
either for a verdict of counterexample or for recognition of a different sense
of ‘relevant’. Such uses inhabit a twilight zone; they can be thought of as
approximating to the satisfaction of a theory’s truth conditions. In this we
agree with van Fraassen: ‘a vague predicate is usable provided it has clear
cases and clear counter-cases’ [van Fraassen, 1980, 16].

Our provisional and somewhat hopeful assumption is that relevance is
susceptible to what we can now call a theoretical analysis. A theoretical
analysis sets the stage for a descriptive theory. It specifies what the de-
scriptive theory is about and it imposes partial and provisional constraints
upon what theory can go on to say about relevance so conceived of. Perhaps

18 Among hard-hearted extensionalists it is proposed that we not postulate them at all.
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the most justly celebrated theoretical analysis is the one Tarski produced
for truth in a language L. Tarski recursively characterized a set of sen-
tences giving the truth conditions for all declarative sentences of L. In so
doing Tarski specified the extensions of the predicate ‘true(-in-L)’, but this
was not done in ways that made ‘true(-in-L)’ decidable. This was, in our
present sense, a theoretical analysis rather than an algorithmic one. Tarski
also held his theoretical analysis of truth to the requirement that, as much
as possible, it account for uses of ‘true sentence’ that are ‘in harmony with
the laws of logic and the spirit of everyday language’ [Tarski, 1956, p. 164].
Notoriously, Tarski thought that Liar-sentences precluded the fulfilment of
the requirement in the case of natural languages. Accordingly, he re-tooled
the analysis, applying it to formalizable object languages, and holding ‘true’
to rigid stratification. All the same, he inspired condition 7. His account
of ‘true’ would be required to generate every sentence of the form "® is
true iff ®7. This, among other things, was Tarski’s way of being faithful to
everyday uses.

It is important to emphasize the provisional character of the constraints
that an analysis places on a theory. The analysis of relevance might make
it plausible to say that relevance is comparative and the theory might go
on to say that it is. Future developments might persuade us of the contrary
view. We would not want such a discovery to constitute what, in effect,
would be the discovery of a different sense of relevance. We should leave it
open that the analysis should be changed.

Semantic Occam’s Razor bids us to minimize the ambiguity of relevance,
but to do so in a principled way. It may seem to some an ill-considered pre-
scription for any theorist who aims to produce an account of relevance that
honours the syntactically abundant diversity of its uses. Studies in cogni-
tive psychology recommend a certain caution. Studies of conceptualization
and categorization suggest that simple, one-word common sense terms do
not answer well to unitary sets of necessary and sufficient conditions. Smith
and Medin write attractively in support of the exemplar theory of concepts
[Smith and Medin, 1981]. Simple common sense concepts lack summary rep-
resentations, that is, unitary representations that fix a concept’s extension
either by way of necessary and sufficient conditions or by way of conditions
exceeding an assumed threshold of probability. Smith and Medin propose
that common concepts-in-use are represented by different exemplars, includ-
ing possible concrete instantiations, concerning which there is no pretense
of exhaustiveness [Smith and Medin, 1981, ch, 7]. If this is right, it would
seem to be bad news on two fronts. It would seem that ordinary concepts
are, just as they come, ‘half-baked’. If so, this empties the complaint of
half-bakedness of weight. And, if different exemplar representations of a
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concept were to qualify as different senses of it, it would appear that or-
dinary concepts are ambiguous just as they come. If so, our invocation of
Semantic Occam’s Razor is either an empty gesture or a mistake. It is an
empty gesture if it means that we should not make relevance more ambigu-
ous than it already is. It is a mistake if it means that we should suppress
the ambiguities already in it.

A theoretical analysis of the biconditional kind that we will propose has
something to answer for. It must strike a balance between fidelity to a com-
mon sense concept and a stipulativeness that fills a theory in. It must try
to displace half-bakedness with something more fully realized in ways that
do not derange the likelihood of its being able to assimilate relevance’s di-
versity of uses. It must acknowledge, and say something about, the twilight
zone of uses concerning which a judgement of ambiguity or of counterex-
ample would seem ill-advised. And it must look for truth conditions which,
in doing these various things, also conspire to mitigate the presumption of
relevance’s multiple ambiguity. Promise of this is encouraged by recognition
of the fact that the truth conditions proposed for a theory’s target concept
need not constitute an exemplar of that concept-in-use, and need not be
semantically incompatible with any exemplar of it.

It is evident from its diversity of common uses that relevance is not just
a semantic notion or a probabilistic notion. If we hold a theory of rele-
vance to fidelity to common use, it is foreclosed that a semantic analysis of
relevance or a probabilistic analysis of it will qualify as good theories un-
der providence of Semantic Occam’s Razor. In chapters to follow, semantic
and probabilistic accounts are critically reviewed. Why not dismiss them
outright? Why should they not be cashiered wholesale for their failure to
conform to the present conception of what a theory of relevance should be?
The answer is that we have not yet demonstrated the adequacy of such a
conception; we have only pleaded it. What is needed is a scrutiny that
does damage to semantic and probabilistic rivals apart from our current
presumptions about what makes for a theory of relevance.

In building a conceptual model for relevance (a task to which we turn
in the chapter to follow), we represent ourselves as in the tradition of philo-
sophical analysis or analytic philosophy. But we should quickly add that
what passes today for philosophical analysis has distanced itself consider-
ably from the original conception forwarded by G. E. Moore and others
early in the century just past. On that older view, philosophy is literally
the decomposition of complex concepts into analytically inert conceptual
atoms. Now it is an altogther striking thing that, when one visits the great
achievements of analytic philosophy over the past hundred years, whether
Russell’s theory of definite descriptiuons, Carnap’s Aufbau, Popper’s fal-
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sificationism, Austin’s speech acts, Quine’s extensional pragmatics, there
are but two places in which on can see the slightest evidence of conceputal
decomposition literally at work: Wittgenstein’s Tractatus and Russell’s Lec-
tures on Logical Atomism.

By the lights of one present-day philosopher, there is an explanation
of this dearth; it is that conceptual decomposition is impossible, since all
concpets are atomic, hence decomposable ([Fodor, 1998, pp. 162-163] et
passim). We won’t take the time to take the critical measure of Fodor’s
radical (and very interesting) diagnosis. But we are minded to agree with
something else that Fodor proposes.

I guess what I really think is that philosophy is just: what-
ever strikes minds like ours as being of the same kind as the
prototypical examples. But maybe that’s wrong; and, if it is,
then maybe we were to stop saying that philosophy is concep-
utal analysis that would leave philosophy without a defensible
metatheory, well, so be it. We wouldn’t be worse off in that re-
spect than doctors, lawyers, dentists, artists, physicists, chicken
sexers, psychologists, driving instructors, or practioners of any
other respectable discipline that I can think of.

[Fodor, 1998, 163]

Here we find ourselves at one with Fodor. We are analytic philosophers
who seriously doubt that good philosophy is usually or even typically in
any literal way the result of the decomposition of everyday concepts. In
this we stand as weak AI stands to strong Al, who don’t believe in strong
AT even though their practice embeds the contrary assumption. The analogy
is apt. We are weak conceptual analysts. We proceed as if strong conceptual
analysis were the way to go in philosophy. It isn’t the way to go; pretending
that it is is the way to go. In making the effort to make a conceptual
analysis of a given idea — say the common notion of justice, or of truth
or of relevance — one succeeds not by decomposing it into its primitive
notions but rather by the accumulated clarity that attends the drawing of
semantical distinctions and the teasing out of hidden nuances. The net
effect is a better understanding of what, in a sense, we have already known.

We could say, if we wished, that what this net result gives is an improved
philosophical understanding of the notion at hand. For the theorist, there
is always a gap. But somebody should ask what work is the word ‘philo-
sophical’ here performing. If the net result of our analytical labour is an
improved philosophical understanding of a given concept, is this different
from, or better than, an improved understanding of this notion?
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We belong to that group of philosophers that takes the philosophical
enterprise to be theory-construction. A theory of something takes off from
what is currently understood about it in the direction of systematic re-
description and linkage with other (not always apparently connected) issues.
In taking the theoretical stance — as we do most aggresively in Part III of
the present work — we place ourselves in the position of all theorists. It
is the position in which the available data underdetermines theory. In con-
structing a logical theory of practical reasoning or of relevance, or indeed
of anything at all, the gap between data and theory must be traversed in a
principled way. One way in which it cannot be traversed is simply by having
more data or an improved understanding of the data ready to hand. Good
data are indispensble, of course. In the approach we take to relevance these
data are the best understanding that we can achieve of the common concept
of relevance. This we seek to accomplish by attempting to decompose the
concept of relevance into its primitive notional elements; in other words, by
applying to relevance the methods of weak conceptual analysis.

Proceeding in this way has the virtue of underlining an important pair
of methodological principles. One is that in constructing a thing of X we
must begin with what we already think we (and our readers) know of X,
the more the better. The other is that as the theory develops one must be
prepared to de-privilege some of what was originally said of X when there
are good theoretical reasons to do so.
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Chapter 5

Propositional Relevance

It is a capital mistake to theorize before one has data.
Conan Doyle, Scandal in Bohemia

Relevance is our subject here. How are we to think of it? How should
we go about conceptualizing it? To what considerations, or type of consid-
erations, might we turn for guidance? We said at the beginning that, in its
most basic informal sense, relevant information is helpful information. This
is a fundamental dataum for our machinery of (weak) conceptual analysis.
But helpful how, and to whom, and under what circumstances?

5.1 Introductory Remark

We begin with a small bit of technical machinery, with which we explore the
option of defining relevance as a binary metapredicate F(P, @) in a possibly
non-classical logic I together with other means (e.g., probability on I-). Let
I be a consequence relation on formulas A, B, ... of the form A+ B. Let
M;,Ms. .. be some additional metapredicates which we consider as coming
with the system k. For example, we might have a probability set-up and a
predicate Pr(Q|P), or a labelling discipline with a label (¢, A), written ¢ : A.
These predicates along with F allow us to define the relevance metapredicate
R(P,Q), read as ‘P is relevant to Q.

For example
1. Condition IR on page 92 below.
2. Condition CP on page 95 below.

91
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3. Condition TR* on page 105 below.

4. Relevance of Sperber and Wilson on page 124 below,
etc.

The success or failure of essentially reducing R to F+ and M;, My, ...
depends heavily on - (e.g., it might be a very bad idea if - is classical logic
and not so bad if I is a weaker logic) and on the success and intuitiveness
of the auxiliary metapredicates M, My, etc.

We call such attempts propositional relevance because they are basically
based on a consequence-relation -, (with no consideration of time-action
agendas, as we shall see later).

5.2 Propositional Relevance

What should we take relevance to be? Propositionalists answer as follows.
‘If R is relevant to @, ... then R’s being true would increase the likelihood
that @ is true, while R’s being false would increase the likelihood that
Q is false. ... If there is no effect one way or the other, then you have
ample grounds for your claim that R is irrelevant to the acceptability of
@’ [Johnson and Blair, 1983, pp. 15-16]. A similar theme is sounded by
Govier:

(PR) P is positively relevant to @ if P’s truth counts in favour
of @’s truth.

(NR) P is negatively relevant to Q if P’s truth counts in favour
of @’s falsity.

(IR) P is irrelevant to Q if neither the truth nor falsity of P
counts toward the truth or falsity of Q. [Govier, 1988a, pp.
122-123]

Consider, too, the definition of relevancy in English law and successive
traditions.

One fact (conveniently called an evidentiary fact) is relevant to
another when it renders the existence of the other fact probable
or improbable. Relevancy is therefore a matter of common sense
and experience rather than law. [Cross and Wilkins, 1964, 148]

If we assume the interchangeability of ‘counting towards truth (or fal-
sity)” and ‘increasing the likelihood of truth (or falsity)’, the accounts of
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Johnson and Blair and of Govier come to the same thing and may be dealt
with as a single position. Neither Johnson and Blair nor Govier specify the
base system in which their intuitions are embedded. But it is clear from
context that it is classical probability theory. We also take it that these
authors assume a classical background logic.

It is well to notice that in their respective characterizations of relevance,
Johnson and Blair offer only necessary conditions, and Govier and Cross
and Wilkins only sufficient conditions. For example, in PR and NR we have
sufficient conditions which are, moreover, defined only for the truth of P.
But at IR irrelevance is defined for the truth and falsity of P, though here,
too, we have only a sufficient condition.

This won’t do as it stands. It is possible to specify Ps and @s in such
a way that neither PR nor NR gives the relevance of P for @ nor yet does
IR give their irrelevance. To see this, put ‘2 + 2 = 4’ for P and ‘The cat is
on the mat’ for Q. Then the truth of P counts towards neither the truth
nor falsity of @ and so P fulfils neither PR nor NR. However, since the
denial of P is a logical falsehood, then P’s falsehood entails that the cat
is on the mat, and P is not after all irrelevant to Q. This is an odd and
uncongenial result and getting it turns on the assumption that entailment
delivers some of the goods for the concept of ‘counting toward the truth of’.
It may be that reasons will emerge to abandon this assumption, but we shall
let it stand for the present. The assumption afflicts the Johnson and Blair
account as well. We take it that when they characterize P’s irrelevance to
Q as P’'s having no effect one way or the other on whether Q is true or false,
this is tantamount to Govier’s notion of irrelevance: neither the truth nor
falsity of P would count toward the truth or falsity of Q.

Unless one had a principled reason for thinking that the concept of rele-
vance really is half-baked, one could repair the deficiency of the paragraph
above by tightening IR and reissuing it as a biconditional. Thus

(IR*) P is irrelevant to @ iff neither P’s truth counts towards
Q’s truth, nor P’s falsehood towards @Q’s truth, nor P’s truth
toward @Q’s falsehood, nor P’s falsehood toward Q’s falsehood.

IR* has the virtue of forwarding both necessary and sufficient conditions,
and it also goes some way toward cashing the idea in which irrelevance
‘has nothing whatever to do’ with whether something is the case. If IR* is
accepted over IR, then a biconditional for relevance easily drops out which
allows us to avoid the cumbersomeness of positive and negative relevance.
Thus

(R) P is relevant to Q iff P is not irrelevant to Q.!

1Similarly for Johnson and Blair. If IR captures their notion of irrelevance, it is
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By these lights, relevance and irrelevance are biconditionally complex
relations. Promising though R is, it is not by any means trouble-free.
For consider that R provides that P is relevant to @ when, for example,
P — Q.V.-P — @, where ‘—’ is intended to symbolize the ‘counting to-
ward’ conditional, whatever that is precisely. If ‘=’ is at least as strong a
conditional as the material conditional, then we have it from

(1) P-QV.-P—-Q
that
2y -PvQVPVQ

which, for arbitrary P and @), is a logical truth. And so every proposition
is relevant to every proposition, an excessive result.

Two courses are open to us. We could abandon R, which would run
uncomfortably against the nap of intuitiveness; or we could give up on the
assumption that ‘—’ gives a conditional at least as strong as the material
conditional. ‘Counting for’, in this second case, must not only be weaker
than the material ‘if ...then’, it must also derivatively disconform to the
classical deductive schema

from "P - Q7 to derive TPV Q"

So, the —-relation cannot be a classical truth-function. The terminology of
the Johnson and Blair account suggests this very thing: Relevance is not
truth-functional but probabilistic; it is a matter of influencing likelihood.

The obvious question now is whether the ‘—’ embedded in the bicondi-
tionals R and IR* will bear construal by way of the standard probability
calculus. If it did, then, among other things, (1) would go over to the
probabilistic

(1*) Pr(Q/P) > Pr(Q).V .Pr(Q/-P) > Pr(Q)

from which there would be no probabilistic analogue of (2). It is clear, how-
ever, that the probability calculus is a thorny thicket for relevance theory.
We shall mention just two difficulties, both of which are serious.

One difficulty is that conditional probability is not defined for contradic-
tions. This means that where P is a contradiction Pr(Q, P) is undefined,
and the first disjunct of (1*) does not compute. On the other hand, if P
is a contradiction, then =P is a tautology. Since for any ¥, the probability

clear that they understate their condition on relevance. Better, too, in their case to
take irrelevance up to a biconditional like IR* and redefine relevance as the absence of
irrelevance so construed.
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of U given a tautology is precisely the same as the probability of ¥ alone,
then the second disjunction of (1*) is false for every interpretation of @ and
every interpretation of P for which "—=P7 is a tautology.

It might seem the safer course would be to banish from relevance theory
contradictions and tautologies altogether. This would release (1*) from the
embarrassment that probability theory produces for it, but there is reason
not to do it. Contradictions and tautologies should not be expunged from
relevance theory. Let P be the tautology that the Russell set is either a
member of itself or not. And let Q be the proposition that the Russell set
is a member of itself if and only if it is not a member of itself. Notoriously,
P entails Q. Should we be made to say that, on account of their respective
tautologousness and self-contradictoriness, P is of no relevance to Q7 But if
one is going to do one’s business in probability theory, these intuitions must
be overridden, since in each case the putative relata fail the independence
condition.

A second difficulty is that conditional probability requires that, where
Pr(Q/P) is the probability of Q given P, there is definable a probability
value for @ alone. Where @ describes a state of a playing card or the
side of a die, probabilities are intuitively definable for it. But for most
interpretations of @), such is not the case.

This is the notorious problem of the indeterminacy of priors and a stand-
ing difficulty for Bayesianism. This leaves us oddly positioned. For although
it remains perfectly true that in some indeterminate way judgements in the
form ‘The probability of this given that is greater than the probability of
this alone’, can strike us as intuitively right or wrong, such judgements don’t
make for any kind of theoretical gain over judgements in the form ‘This is
relevant to that’ in their indeterminate and unanalysed states.

All the same, the conditional probability approach retains a certain ap-
peal. We might as well grant that contradictions spoil its generality and
that the matter of prior probability assignments is decisionally troubling.
But surely, it might be argued, the conditional probability construal of rele-
vance makes a substantial conceptual advance, and should not be altogether
given up on. Why not, then, make do as we can with the following rather
intuitive definition:?

(CP): P is relevant to @ iff Pr(Q,P) # 0.5

2Here and in the several paragraphs that follow we draw upon George Bowles’ paper
[Bowles, 1990]; cf. what Peter Gardenfors calls the ‘traditional’ definition:

(D1) (a) P isrelevant to Q on evidence E iff Pr(Q/P A E) # Pr(Q/E)
(b) P is irrelevant to Q on E iff Pr(Q/P AE) = Pr(Q/E)
The definition is cited in [Schlesinger, 1986, p. 58).
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Given that relevance and irrelevance are contradictories, we also have it
by CP, that P is irrelevant to @ iff Pr(Q, P) = 0.5. By these lights, the
minimal vocabulary for the theory of relevance is the minimal vocabulary,
M, of the calculus of probability; and ‘relevant’, not occurring in M, is
definable there.

CP resembles the Principle of Indifference of the classical interpretation
of probability. It is not that principle exactly, for it has nothing to say
about the fixing of prior probabilities. But it sufficiently resembles the
Indifference Principle to lie open to two criticisms which resemble complaints
that Keynes directed against it.

Here is the first argument contra CP (see [Keynes, 1971, pp. 45-46); cf.
[Schlesinger, 1986, p. 58].) Consider the three statements, ‘This book is
red’, ‘This book is black’ and ‘This book is blue.” To each of these a fourth
statement, ‘This book weighs a pound’, is irrelevant. Thus the probability
of each conditional upon ‘This book weighs a pound’ is 0.5.

Now we have it quite generally that whenever Q, R, S are mutually ex-
clusive, then

(D) Pr(QV RV S,P)=Pr(Q,P)+ Pr(R,P)+ Pr(S,P)

But substituting ‘This book is red’ for Q, ‘This book is black’ for R, ‘This
book is blue’ for S and ‘This book weighs a pound’ for P, we have as an
instance of Dx

(D)  05+05+05=15

Which is impossible.

The second criticism is also inspired by Keynes [1971, p. 47]. A book’s
weight is irrelevant to its colour. Likewise a thing’s weighing a pound is
irrelevant to its being a red book. Thus CP provides both that

(a) Pr (z is red, z weighs a pound) = 0.5
and that
(b) Pr (z is red A z is a book, x weighs a pound) = 0.5

whenever Pr (z is red, z weighs a pound) = Pr (z is red A z is a book,
z weighs a pound). But it is a theorem of the calculus of probability that
if Pr(B,A) = Pr(B A C, A), then B entails C given A. Interpreting with
the statements of the case at hand, this requires that ‘z is red’ entail ‘z is
a book given that x weighs a pound’, another absurdity.

Earlier we saw that the probabilistic treatment of relevance was troubled
in two ways. It cannot allow relevance to be defined for contradictions, and it
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merely assumes the satisfactory distribution of prior probabilities. But, we
said, let us consider these difficulties as peripheral and establish a proper and
welcome recognition to the fact that conditional probabilities seem to give
powerful and intuitive (though not perfect) linkage with relevance. That,
anyhow, could turn out to be a large part of the story: that is, relevance is
largely a matter of conditional probabilities.

As we now see, our two Keynesian objections appear to put paid to any
such option. Against this George Bowles has attempted a reformulation of
CP that retains much of its intuitive plausibility and yet resists the Key-
nesian objections. He suggests ‘that we modify CP by adding a restriction

: when we say something like ‘P’ is relevant or irrelevant to ‘@’ if and
only if the probability of ‘Q)’ is some value, n, conditional on ‘P’ our deter-
mination of ‘n’ [be] based on a consideration of ‘P’ and ‘Q’ alone’ [Bowles,
1990, p. 69].

The proposed restriction works this way. Consider objection one. We
comply with the restriction when we withhold the analytical apparatus of
conditional probability from truth-functional compounds of propositions on
whose conditional probability CP has already pronounced. Thus the con-
ditional probability, given that this book weighs a pound, for each of ‘This
book is red’, ‘This book is black’ and ‘This book is blue’ is 0.5. If we seek
to compute the probability, on the same condition, of their alternation we
violate the restriction, since that computation turns not on the considera-
tion of the alternation and the condition alone, but also on consideration
of the three disjuncts. This blocks objection one. The second criticism is
similarly disarmed.

The blockage is ad hoc, of course, but this will not cut much ice with
those for whom a constraint is justified by the goodness of the results that
its employment facilitates. The more important question that Bowles’ con-
straint seizes upon is whether relevance answers at all to closure conditions
under basic logical operations. Intuitively, the compound statement, ‘The
book is red or the book is black’ is irrelevant to the proposition that the
book weighs a pound. And that fact turns on semantic relations with the
disjuncts of our disjunctions. The irrelevance of the book’s weight to the
disjuncts must bear on its irrelevance to the disjunction. So relevance is at
least somewhat responsive to (some) closure conditions on (some) logical
operations.

It would appear that Bowles is snagged by a dilemma. Either the theory
of relevance acknowledges relevance’s closure-sensitivity, but then in repre-
senting it in the theory of conditional probability, one seriously misrepre-
sents it. Or one constrains the theory of conditional probability, in which
case, one leaves the account of relevance substantially understated. Proba-
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bility theory with Bowles’ restriction underdetermines relevance; without it,
it overdetermines it. Under press of the restriction, intuitively compelling
cases of relevance and irrelevance are rejected. Free of the restriction, math-
ematical absurdities qualify as the genuine article. The theory at hand
averts the overdetermination problem only at the cost of underdetermina-
tion. Of the two, underdetermination is the lesser cost. Bowles’ account
could in these respects be likened to formal theories for which consistency
is provable only at the price of incompleteness. We prefer our theories to
be complete, but for most people inconsistency is too much to ask for com-
pleteness.®

Even so, incompleteness or, more casually, underdetermination is a suffi-
ciently disappointing result to require some crisis management. In the case
of theories capable of expressing arithmetic in a certain way, incompleteness
is acquiesced in by way of the Godel theorems, as a provability-limitation
inherent in theories of a kind that, for various reasons, we find that we are
not prepared to do without. In the less dramatic cases, a crisis manager
might attempt to show that the theory’s findings are the core findings and
that the excluded cases, intuitively appealing as they assuredly are, are of
lesser moment; or perhaps that they illustrate a different sense of the no-
tion captured by the theory’s findings. A further and more hopeful response
would be to argue that the theory in question, underdetermining though it
is, is the best theory that we have, and it will have to do until a better one
presents itself.4

There is reason to think that Bowles’ might be drawn to these last two
responses. For one thing, excluded from the outset are numberless cases of
relevance on which the idiom of conditional probability, whether Pascal’s or
Bowles’ own, lays no glove.

Lost at the outset are such as these:

1. That it will rain today is relevant to the fact that the picnic was
scheduled for today.

2. A patient’s wishes are relevant to a surgeon’s entitlement to operate.

3. That Harry decided to go to the movies was relevant to the question
of whether he favours light entertainment over theatre of the absurd.

4. Recent findings in archeominerology are relevant to Sarah’s interest
in pre-Columbian civilization.

3There is also the point that in making the conditional probability of Q on P dependent
only on P and Q, the resulting account is basically a ‘laundry list” of what is relevant to
what.

4In particular, we haven’t ruled out the option of relevance defined for, e.g., resource-
or non-monotonic logics together with a Pr function.
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5. Be relevant!

6. An arts & science degree is irrelevant in today’s world.

7. Harry always peppers his stories with mindless irrelevancies.
8. Harry is the most irrelevant guy we know.

It may be that Bowles’ interest in relevance is a conceptually circumscribed
one, much as is Schlesinger’s own, for which relevance is a notion more basic
than confirmation and a conceptual underpinning of it.> Within limits, a
theorist is free to set his own analytical targets. Within limits, he is also free
to set conditions on what counts as a satisfactory treatment of them. For all
this latitude, care needs to be taken, lest we allow the theorist the freedom
to fix a target concept as precisely that which his theory chances to provide
and to judge his theory adequate just because it specifies that concept in
the way that it does. This has to do with the antecedent coherence of a
target notion prior to a theory’s detailed treatment of it. The attraction
of Keynes’ approach was that it answered well to this idea of the prior or
pre-theoretic coherence of a target concept. Keynes’ target was a sense of
relevance in which relevance was a matter of increasing or decreasing the
likelihood of propositions to which relevant information is relevant.

The machinery of conditional probability was invoked to regulate the
increasing or decreasing of probabilities in ways that elucidate relevance. It
didn’t work. It overdetermined the extension of the target notion. Bowles
leans to the same prior notion. He wants a sense of relevance which is
cashable in the idiom of mattering for likelihood. Keynesian excesses are
averted by constraining conditional probability. The constraint is too se-
vere. It leaves the extension and anti-extension of ‘relevant’ noticeably
underdetermined. It is important to be clear about the underdetermination
complaint. The objection is not that Bowles’ account forbids recognition of
relevance phenomena such as may be found in our eight cases listed above
— for example, Harry’s being the most irrelevant guy we know. Of these it
could be said that there was no prospect of capturing them by way of a prior
notion of mattering for likelihood. They could be given principled exclu-
sion on grounds that they didn’t exemplify the theory’s target conception
of relevance. On the other hand, the fact that ‘This is black or this is blue
or this is red’ is irrelevant to ‘The book weights a pound’ is fully compliant
with the target idea of irrelevance as not mattering for likelihood. There is
a difference between this case and the prior eight. The prior eight are not

5[Schlesinger, 1986, p. 57]; ‘It may ... be said that “relevance” is a simpler concept
than “confirmation”.” Relevance may prove useful ‘for adjudicating among completing
hypotheses. .. .
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target-compliant in the theory of Bowles, whereas the present case certainly
is. The trouble is that the theory excludes it. The apparatus of constrained
conditional probability proves too coarse-grained. It refuses cases which, by
the theory’s own target notion, it should admit.

Bowles’ account may also strike one as excessively promissory. It offers
a conception of conditional probability made interesting mainly by its fail-
ure to fulfil the axioms on conditional probability. Pascalian resentments
aside, grumpy critics are bound to say that if Bowles won’t tell them what
conditional probability is, they can hardly be expected to think that he has
told them what relevance is.

The grumps are overdoing it. There is no particular reason why condi-
tional probability can’t be primitive in Bowles’ account. Bowles is right to
suggest, in effect, that the justification of the use of a primitive term in a
theory depends on the work that it does there. Zero serves well in the defi-
nition of the natural numbers, so well in fact that Peano arithmetic might
be said to constitute a good implicit definition of that primitive notion,
owing to the categoricity of its axioms. Perhaps there is insufficient cause
to be quite so relaxed about Bowles’ relevance theory, but it is unjustified
to dismiss it for its failure to define its non-standard relation of conditional
probability. We find ourselves in guarded disagreement ou this point with,
e.g., Lycan for whom unexplicated notions are to be resisted on grounds of
a disguised potential for circularity. The disagreement is guarded because it
is not clear to us what the likelihood is that lurking in Bowles’ unanalysed
conditional probability is a furtive analytical engagement of relevance con-
siderations. Lycan’s reservations pertain to the use of probabilities short
of unity in the analysis of doxastic justification. ‘What’, he asks, ‘is the
difference between unanalysed conditional probability [e.g. ‘the likelihood
that one’s belief is true given its existence and/or its provenance...’] and
an unanalysed relation of doxastic warrant?’ It is quite true that analysing
doxastic justification via doxastic warrant might be circular. And it may
be that crimping the closure conditions on putative relata of a relevance
relation offends in the same way. Where P is relevant, in Bowles’ target
sense, to (), we have it that with regard to P and @ alone the conditional
probability of Q@ on P is greater than some n. The restriction is imposed to
avert computational derangement; for example, certain conditional proba-
bilities not so constrained would compute to a number exceeding one. This
alone is reason to abandon unrestricted conditional probability, and it seems
to have nothing inherently to do with lurking linkages with the concept of
relevance prior to the proposed explication of relevance itself (see [Lycan,
1988, p. 106).)
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Readers will be troubled by other factors, no doubt. One is that on the
present account every proposition is relevant to every logical truth. This
is not wholly excessive but it is close enough to be disturbing. Here, too,
we have a situation in which by the theory’s own target notion, an arbi-
trary proposition shouldn’t matter for the likelihood of an arbitrary logical
truth. But the theory provides otherwise, and in so saying our complaint is
reissued: Bowles’ conditional probability is too coarse-grained for his own
target concept of relevance.

Bowles sees the problem coming and tries to be ready for it. It is possible,
he says, that such a result is acceptable since it is possible that no treatment
of relevance could avoid it [Bowles, 1990, p. 73]. The response is rather more
hopeful than disarming, but it does have some point. It challenges those for
whom the ‘paradoxical’ result is disagreeable to do better. It presses the
question: Can there be a good theory of relevance in which the ‘paradoxical’
result is avertible? A fair challenge and a good question. See below, and
chapters 6-10.

We might, however, have a space of 2* events, and we might try defining
the relevance of P to @ as Pr(Q|P) > f(k), where the cut-off number
depends on the overall number of events. In that case the D* of p. 96 would
be Pr(QV RV S/P) = f(3)+ f(3)+ f(3), where the more we add, the more
f changes (i.e., Pr(Vf:1 Xi|P = kf(k))). (See Paris {1991].)

Consider the propositional variables py,...,p;. Fixing n, there are 2"
basic propositions in this universe, namely, all conjunctive normal forms z =
/\f=1 P, where ¢; € {0,1}. If we give basic probability weights Pr(z) =
w(z) (usually one gives them equal probability w(z) = 3k) then for any wff
A, Pr(A) =3, sw(z), where, i.e., > goes over all z in the normal form
of A, A=V, 4.

In case the basic weights are not equal, we put it that >~ w(z) = 1.

We can also assume w(z)} > 0 for all z. We could now define f({ ) =
min{w(z)} and modify CP accordingly.

P is relevant to @ iff Pr(Q|P) > f(k). This however makes "—-P"
relevant to @ if P is not relevant to Q. So further considerations would
be needed to supplement CP. The appeal of this approach is that it can
be worked up in other logics as well, such as intuitionistic logic. (See here
Williams [1982].)

Promising as such a development might be, it leaves it true that there
is more to relevance than probabilistic relevance (which is the burden of
this book to show). Our interest lies not in discussing alternative views,
but rather in discussing their limitations as well as their strengths. Our
approach is ecumenical. To the extent possible we want an account of
relevance that absorbs the virtues of alternative views.
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5.3 Legal Relevance

Before leaving our discussion of probabilistic relevance, it would be well to
re-visit the definition of relevance developed by English jurisprudence. As
we saw earlier in this chapter, the relevance of a claim is {half-] defined as one
that increases or decreases the probability of some other claim [Cross and
Wilkins, 1964, 148]. However, when one examines the standard textbooks
on the law of evidence — An Outline of the Law of Evidence [Cross and
Wilkins, 1964} and Murphy on Evidence [Murphy, 2000], for example — one
sees that the utterly dominant approach to relevance has to do with grounds
for the admittance or exclusion of testimony — especially testimony as to
the accused’s character — on grounds of its relevancy or lack of it. What
is especially interesting is that these juridical determinations are almost
never determination as to whether proposition P enhances or reduces the
probability of proposition Q). Another way of saying this is that the juridical
interest in the relevance or irrelevance of a piece of character evidence P
is hardly ever whether, in relation to @ the charge against the accused, P
satisfies the legal definition of relevancy. Instead what a judge is required
to do is to determine whether such evidence would, if submitted, prejudice
the jury, or induce it to give it more weight than it should. Think here of
a case in which the accused is charged with paedophilia and evidence on
which the judge must rule is a prior history of violent sexual predation (but
not paedophilia). What the law of evidence requires of the judge is that he
refuse to admit it if he determines that the jury will make more of it than
it should in the following sense: He is not in general required to determine
whether this evidence would increase the likelihood of the accused’s guilt;
rather he is required to find that this evidence — even though it did increase
the probability of guilt — would violate the very special protections which
the criminal law has evolved for person’s indicted for serious offences. One
such protection is jury impartiality. An other is a high standard of proof for
conviction, underwritten by the law’s strategic skepticism concerning what
would suffice to demonstrate guilt subject to that artificially high standard.
When a judge finds that such protections would likely be compromised, he
enters a finding of irrelevance, and he does so irrespective of whether that
evidence would, in contexts other than those of judicial skepticism, fail to
increase the probability of the correctness of the charge in question.

What we learn from this is that, in operational terms, the law of evi-
dence embodies a notion of relevance which is different from the relevance
it formally defines. The embodied notion of relevance is a matter of what
bears on the court’s chief obligation, which is to try the accused in ways
that conform to the law’s artificially high standards for what constitutes
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winning a case in a criminal trial. We shall see in good time that this con-
ception of relevance is a case of what we call agenda relevance (cf. Cross
and Wilkins [1964, 148-149, 153-156], and Murphy (2000, 8-9, 132-149,
162-167, 178-179, 216-219, 360-365)).

5.4 Topical Relevance

The concept of relevance that we have been addressing in the preceding
pages resembles what Douglas Walton calls probative relevance. Thus

(PR): a proposition P is probatively relevant to a proposition @
if either P logically follows from Q or @ from P, or P is logically
inconsistent with Q. [Walton, 1982, p. 83|

Probative relevance is a much stronger (and correspondingly less intuitive)
notion than that of our biconditional R. Probative relevance gives rise
to problematic consequences. One involves the numerous examples of in-
tuitively correct judgements of relevance which PR leaves undetermined.
(Note that PR also gives only a sufficient condition.) Statements such as
‘Spike’s fingerprints are on the murder weapon’ are obviously enough rele-
vant to the investigator’s interest in whether Spike did it or not. But PR
leaves these cases unpronounced upon. On the other hand, if PR were to
go over into PR* a biconditional, things would be even worse; intuitively
correct examples, such as that of Spike, would now be false. That is, would
be false in the theory of probative relevance. Their falsehood there would
not be a refutation, of course. Relevance of the Spike kind is not a target
notion for the theory of probative relevance. Still, the consequence might
be unwelcome for some people. They might judge that it offends against
SOR, the semantic version of Occam’s Razor. One might have hoped for
broader targets.

Probative relevance runs straight into the intuition that an arbitrary
contradiction cannot be held to be relevant to an arbitrary proposition,®

SThis is also a consequence of Bowles’ account. See [Bowles, 1990, p. 73]. It afflicts
James Freeman’s treatment as well. Freeman defines immediate descriptive relevance as
follows:

A is immediately [descriptively] relevant to B with respect to a system of
rules I if and only if there is an I € I which licenses the inference from A
to B.

Normative relevance is got by constraining the set I. The rules of I must be authorita-
tively warranted rules. Formal validity is a sufficient condition of authoritative warrant-
edness. Thus if A is a contradiction it is relevant to any B, assuming L + B for any B.
One could have 1 ; for each z which is inconsistent. Thus L ; - B only if B is relevant
to z or, more strongly, Relevant(x, B) iff L; - B. See [Freeman, 1992, pp. 223-225].
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that their (joint) arbitrariness precludes relevance. To be sure, Walton
could again emphasize the adjective ‘probative’, and in so doing remind us
that the relevance that his account seeks to capture it does capture; for
it sees relevance only as a matter of mattering for truth (or falsehood).
Arbitrariness is no discouragement of relevance in this sense.

All the same, two further objections might be considered. One is that
the relevance imputed is uninteresting, and the other is that, in the absence
of the relevance that probative relevance doesn’t capture, the entailment is
wrecked; and so we don’t even have probative relevance. This latter com-
plaint, routinely heard in Pittsburgh and Canberra, may not strike everyone
as decisive. Walton himself shows some sympathy for it when he decides to
undertake the deeper analysis of probative relevance in a non-classical re-
latedness logic. We mention in passing the Anderson and Belnap condition
or content-overlap relevance:

(AB) @ is not relevant to W if ® and ¥ do not share a propositional variable.

AB is not to our present purpose, however. It is a necessary condition
on a necessary condition on entailments expressible in propositional sys-
tems. The closest it comes to adumbrating a serviceable idea of relevance
for natural-language contexts, though it doesn’t even do that, is variable
sharing, which suggests topical relevance to which we turn just below. (Rel-
evance logic is also taken up in chapter 9 and, more hopefully, in chapter
14 where we prove an interpolation theorem for certain of our systems: if
A+ B then there is a C in the common language of A and B such that
AFCand CF B)

We suggested that there are reasons to think that relevance requires
interpretation via an implication relation weaker than material implica-
tion. But it is Walton’s proposal, in effect, that what is really wanted
for relevance is an analysing relation that is stronger than classical (i.e.,
for present purposes, material) implication. Suppose then that we define
probative relevance in terms of relatedness implication and relatedness in-
consistency. Since relatedness inconsistency is typically taken to coincide
with classical inconsistency, relatedness implication is the central idea for
present purposes, since relatedness implication and classical implication do
not coincide. (Cf. [Woods and Walton, 1982, pp. 196-197], and [Woods et
al., 2000, pp. 141-150].)

A proposition is said to imply another proposition relatedly just in case
the first classically implies the second and the two share a topic. So unless
P and "Q A -Q7, for arbitrary @, share a topic, P does not (relatedly)
imply "Q A -Q7 and arbitrariness is allowed to defeat relevance.
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It is plain that implication so construed is just classical implication con-
strained by a relevance condition, by what Walton calls topical relevance.”
Topical relevance is a matter of shared subject matter. Thus

(TR) P is topically relevant to @ if P and @ have at least one subject
matter in common.

Though TR gives only a sufficient condition, we see no reason not to
strengthen it. Thus

(TR*) P is topically relevant to @ iff P and @ share a topic or subject
matter.

Relatedness logic seeks to impose a relevance condition upon certain of
the classical operations. It introduces a propositional relation, r, definable in
the first instance over atomic sentences but easily generalizable to molecular
ones as well. We have it, then, that "r(P, Q)" obtains just in case P and @
share at least one subject matter. The idea of a subject matter is handled
set theoretically. Let T be a set of topics — roughly all of the things that
the totality of the sentences of our given language L are about. The idea of
T is not far off the idea of a non-empty universe of discourse for L or L’s
domain of interpretation. Now let P be the subject matter of P and Q of
@. Both P and Q are subsets of T. P and Q share a subject matter just in
case P N Q # @, that is, just in case there exists a non-empty intersection
of P and Q. Equivalently, "r{P, @)™ holds just in case P N Q # @. (See for
example, [Epstein, 1979] and [Walton, 2003].)

The topical account also provides a rather coarse-grained treatment of
relevance. Like the relevant logics of Pittsburgh and beyond, relevance is
offered as a constraint on implication. Relevance is needed to filter out im-
purities that afflict classical implication. It is quite true that Walton also
puts topical relevance to other uses. He proposes that topical relevance will
assist in the construction of expert systems devoted principally to classifica-
tion. But topical relevance is too crude to serve the interests of propositional
relevance. For example, given that Sarah, Harry and Peter are members of
the set of humans then we will have it that

(*) ‘Sarah hit Harry’ is relevant to ‘Peter plays the cello’.

Similar cases abound.

It may seem that topical relevance begets much too much relevance for
the idea of propositional relevance to bear. Topical relevance is not heavy
handed to the point of excessiveness — for not everything is relevant to

7{Woods et al., 2000, p. 61].
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everything in Walton’s system. But it may strike us that it is still too
promiscuous by half.

It is perhaps unsurprising that the theory of topical relevance should
lapse into such promiscuity. It employs a set theoretic apparatus which is
too undiscriminating for relevance.

The charge of promiscuity is, in logic as in life, a good deal harder to
justify than to lay. Walton [1982] is not seriously involved in providing an
analysis of a concept of relevance as might be embedded in a rich variety
of uses in the manner of our eight cases at pages 98 and 99. We may re-
call that a theoretical analysis of a common sense term is one that specifies
truth conditions for a syntactically abundant range of uses of it. It is some-
times said to be one of which it can plausibly be asserted that the truth
conditions give what is meant by competent speakers when such uses are
spoken by them. A theoretical analysis of this sort could be thought of
as a common analysis, ‘common’ here evoking the idea of common usage
associated with a common sense concept. Tarski, in imposing convention
T, was trying to keep his analysis of ‘true’ as common as the technicalities
would allow. Often however a theoretical analysis preserves the truth con-
ditions and lightens up on what speakers mean. In so doing, it sanctions a
departure from commonness. There is no a priori limit, except en gros, as
to how far an analysis can move along the continuum from common analysis
in the direction of sheer exoticism. If we bear in mind that truth conditions
are sometimes abstracted from what Ziff had in mind when he spoke of se-
mantic regularities® and that at other times truth conditions are proposed
in the absence of semantic regularities, then we see that truth conditions,
too, move along a continuum from clarification to stipulation, as Quine has
said. By these lights, common analyses give truth conditions that clarify
antecedent usage, and uncommon analyses stipulate conditions for new or
reformed usage. Quine thinks that in virtually any theory worth its salt the
distinction between clarification and stipulation will come close to collaps-
ing, and with it, therefore, our distinction between common and uncommon
analyses. Still, the principle of the distinction is clear enough to enable us
to say that with stipulation a theory takes on its heaviest pragmatic debt
— the debt of fruitfulness of the stipulation for theoretical pronouncements
of greatest attractiveness.” Uncommon analyses are less attractive on their
face when they are analyses of common sense notions. But this is not to
say — far from it — that they cannot be amply supported by their overall
contribution to mature theory. Witness ‘set’ as an analysis of the common
sense notion of collection.

8See [Ziff, 1960, pp. 26-34].
9 Again, stipulation is discussed in detail in [Woods, 2002b, Ch. 6].
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It is, we think, fair to see Walton’s account as standing on the continuum
a fair distance from commonness. Here is a notion of relevance, Walton is
saying, that we can work up in a relatedness logic. The relevance that
relatedness logic contrives will be helpful for the specification of expert
systems in which documentary classification is a principal task.

This gives a certain shape to our interest in promiscuity. Whether it is
possible to judge ‘Sarah hit Harry’ as relevant to ‘Peter plays the cello’ turns
on whether it is promiscuous to judge that the two sentences share a subject
matter. This judgement can’t be made independently of knowing whether
a classification program for an expert system is abetted by having it so.
We might discover that the cataloguing devices of an expert system need
to be contrived so as to recognize a common subject matter here. If so, the
charge of promiscuity would be blunted. It would succeed luxuriantly had
Topical Relevance been oriented towards a common analysis of relevance.
But Walton says that it is not so, and we believe him. So we will say what,
in effect, Walton himself says. Topical relevance will not do as a common
analysis of relevance.

Deep in the heart of topical relevance is the idea of ‘aboutness’. About-
ness is contextually sensitive.!'® Whether ‘The Pope has two wives’ and
‘There are just two states in the U.S.A.” are about some same thing for
example, about the number two, is fixed only by context. It turns out that
in the theory of topical relevance they are relevant, context be hanged (see
(Iseminger, 1986, p. 7]). This is embarrassing on its face. It lumbers
us, as Gary Iseminger points out, with the true relatedness conditional, ‘If
the Pope has two wives then there are just two states in the U.S.A. Its
constituent sentences both false, the theory declares them to be topically
relevant.

Not all accounts are subject to such an objection. Consider, for instance,
the following two sentences: ‘Sarah is married to Harry’, ‘Sarah is married
to Lou’. Considered separately, and in the absence of any specific presuppo-
sitions to the contrary, neither of these two sentences is about the topic of
bigamy, although their conjunction almost certainly is. So the conjunctive
mode of combining the two sentences may itself alter the class of topics
concerned [Demolombe and Jones, 1999, p. 116).

Compared with Walton [1982], Demolombe and Jones [1999] is an ap-
proach of considerable technical sophistication. Like Walton [1982], the
latter work seeks to analyse sentences in the form ‘p is about t’, where ‘p’
is a sentence and ‘t’ is a topic. To this end, Demolombe and Jones provide

10Concerning his own probabilistic definition, Schlesinger allows that it may be nec-
essary to contextualize it by talking ‘about the relevance of p to r on evidence e in the
context of 1 and so on’. [Schlesinger, 1986, p. 65], emphasis in the original.
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a syntax, a 3-valued semantics and an axiomatization. We here sketch the
model theory.
A model M = (W, 1,J,T,S, N, F) where

1. W is a set of worlds;

2. I is a function that assigns to each topic name a topic;

3. J is a function that assigns to each sentence name a sentence;

4. T is a set of topics;

5. S is the set of sentences of the classical propositional calculus (CPC);

6. N is a function that assigns sets of topics to pairs of sets of worlds
(ie., 2% x 2W — 27);

7. T is a function that assigns to each atom in CPC a set of worlds;

8. F is a function that assigns to each atom in CPC a set of worlds.
M also provides that T'(p) N F(p) = @. The further rules for T and F are

9. T(-p) = F(p);

10. F(=p) = T(p);
11. T(pV q) = (T(p) n D(q)) U (T(q) N D(p)) (where D(p) abbreviates
T(p)V F(p));

12. F(pV q) = F(p) N F(q).
Truth conditions are:
13. M,wlt p iff w € T(p), if p is an atom of CPC;
14. M,wit -p iff M,w If p;
15. M,wlFpVqiff MwlFpor M,wlk ¢;

16. M,wlk A(t,p’) Mt I(t) € N(T(J(